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Abstract

Structured environments that do not admit simple time-local descriptions display a wealth

of features which are otherwise absent from unstructured environments. Here we use opti-

mal control to learn how to perform quantum operations in systems under the influence of

non-Markovian decoherence. Despite recent advancements, non-Markovian environments

are difficult to simulate and complex to understand, which inhibits the ability to perform

optimal control. We present an efficient method to find optimal controls for quantum

systems coupled to non-Markovian environments, by using the process tensor to compute

the gradient of an objective function.

We consider the case of a driven two level system coupled to a bosonic environment. We

use optimal control to identify control protocols to perform state transfer on our system.

We demonstrate how there is a trade-off between process duration and fidelity, and how

longer processes can have higher fidelity by exploiting non-Markovian effects. We contrast

this to the case of Hamiltonian dynamics where the quantum speed limit characterises the

shortest time possible to perform state transfer. We describe how optimal control can be

used to characterise the performance-speed trade-off. We propose a non-trivial mechanism

for how the optimiser is suppressing decoherence while exploiting non-Markovian effects.

We give an overview of how these results could be generalised to quantum gates.
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Chapter 1

Introduction

Optimal control has been successfully applied to a broad variety of topics, ranging from

rocket science to biological systems, and to human behaviour. During the days of the

machine learning boon, it keeps its place as a fundamental algorithm for finding solutions

to problems that cannot be done analytically. Humans use optimal control intuitively on

a daily basis, from deciding what path to take to travel to our destination, to refining

ingredients for a cooking recipe. Intuitively, all that is required to preform optimal control

is a sense of feedback. In the case of finding directions, it is generally the time taken

between departure and arrival, and in the cooking example, discerning taste is all that is

required to create a feedback loop to improve the outcome over time. This thesis covers

the application of optimal control to open quantum systems, seeking to minimise the loss

of information from a quantum system to its environment.

The possible applications exploiting quantum coherence have been apparent since the

nineteen–eighties [1, 2], and significant experimental realisations have been achieved re-

cently [3–6]. The loss of coherence — decoherence — arises from the fact it is never

possible to isolate a quantum system from its surroundings. Since the environment con-

tains infinite degrees of freedom, quickly we realise that it is not possible — nor desirable

— to treat the environment exactly. These environments can be simple, or highly struc-

tured, in which case identifying solutions to minimise decoherence is a highly non-trivial

task. Buoyed by recent advancements in simulating the dynamics of strongly coupled and

structured environments [7, 8], here we apply optimal control to find solutions to perform

quantum operations while minimising decoherence.

Simple, Markovian, time-local equations of motion of our system can be obtained for

unstructured environments that are weakly coupled to a system. This means that infor-

mation and coherence is irreversibly lost to the environment. In this thesis we perform

optimal control on non-Markovian [9, 10] systems, attempting to exploit the fact that

information that is emitted to the environment can now be recovered. Now we find that
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obtaining future trajectory of the system requires knowing its history, and the difficulty

in doing so scales exponentially with memory time. As such, examples of optimisation

of non-Markovian systems are relatively scarce [11–19]. We apply an efficient method for

obtaining the gradient of a cost or objective function [20, 21] to the process tensor [8,

22–24] to allow for gradient based optimisation of high dimensional parameter space.

We perform optimisation of state transfer on a model that resembles a quantum dot in a

semiconductor substrate. We ask how fast can we perform state transfer in the physically

important condition, and we see how this is intimately related to the idea of a Quantum

Speed Limit (QSL). We describe the relationship between optimal control and the QSL,

and compare it with that in a system in the absence of a bath. We argue that there is no

such idea of a fastest time possible to perform state transfer in an open system, rather that

one should consider a trade-off between the process duration and the achieved fidelity. We

show how we can use optimal control to find protocols which we believe exploit the fact

that information can now flow from the environment back into the system. By comparison

with an analytically solvable model [25], we propose a mechanism for which the optimiser

is preventing the build-up of correlations between the system and the environment. We

show some preliminary results about extending this method to efficient optimisation of

quantum gates.

The introduction is structured as follows: Firstly we give a brief overview of the standard

approach to simulating open quantum systems. In order to gain a better understanding of

the meaning of non-Markovianity, we sketch how one can use approximations to derive a

time-local Markovian equation of motion. We give an overview of tensor network methods

and outline a graphical representation of high-rank tensors. Using this notation we describe

the canonical representations of the dynamical map that maps an initial state to a final

state under the influence of an environment. In order to obtain such dynamical maps we

give a brief overview of the Feynman path integral. We then introduce the main algorithm

for simulating non-Markovian systems, starting by building up a representation of the

history of the system in section 1.2.4, the compression algorithm in section 1.2.5, and finally

introducing the process tensor (Sec. 1.2.6). We wrap up section 1.2 with a brief discussion

of the meaning of non-Markovianity. The remainder of the introduction is devoted to

introducing the QSL, followed by an overview of the experimental considerations of a

quantum dot, showing the origin for our model.

In the next chapter we will show how we can obtain an efficient representation of the

gradient of the process tensor. There we detail the considerations for optimisation, both

in the specific case we consider, and describe how to deal with more general objective

functions not considered in this thesis.
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1.1 Open Quantum Systems

Simply put, it is not possible to have a quantum system, such as a two level system,

completely isolated from any external influence from other factors, be it other quantum

systems, or more generally, an environment. While in principle it allows one to perform

actions such as qubit reset [26], it makes rudimentary computational tasks difficult to

impossible.

Suppose one has a two level system, The analogy that is generally used is that of a spin-1/2

particle which has two eigenvalues ±ℏ
2 , that correspond to the spin up, | ↑⟩, and down, | ↓⟩

normalised states. Suppose one is performing a computation on a pure state, i.e. a state

of the form |ψ⟩ = c1| ↑⟩+ c2| ↓⟩ and one wishes to perform a unitary rotation of all states

around, say the Sx axis of the Bloch sphere. In the case where there is no interaction with

an environment, the state just evolves as per the Schrödinger equation under a (possibly

time dependent) Hamiltonian H(t),

i
d

dt
|ψ(t)⟩ = H(t)|ψ(t)⟩, (1.1)

where ℏ = 1 unless explicitly stated otherwise for this thesis. The solution of this equation

can be expressed by introducing the unitary time evolution operator U(t, ti), which takes

some state |ψ(ti)⟩, and evolves it to the state at time t as

|ψ(t)⟩ = U(t, ti)|ψ(ti)⟩. (1.2)

If the Hamiltonian is time-independent, then the time evolution operator is

U(t, ti) = exp[−iH(t− ti)], (1.3)

whereas for a time-dependent Hamiltonian

U(t, ti) = T
←

exp

[
−i
∫ t

ti

dτH(τ)

]
, (1.4)

where T
←

is the time-ordering operator which orders time-dependent operators such that

their time arguments increase from right to left.

Suppose one wishes to perform a rotation of angle ϑ around the Sx axis of the Bloch

sphere. To do this, we can set the Hamiltonian to be time-independent and H = Sx, so

U(t, 0)Rx,ϑ
= exp[−iSxϑ] =

(
e−

iϑ
2 + e

iϑ
2 e−

iϑ
2 − e

iϑ
2

e−
iϑ
2 − e

iϑ
2 e−

iϑ
2 + e

iϑ
2 ,

)
(1.5)

= cos

[
ϑt

2

]
1 + i sin

[
ϑt

2

]
Sx. (1.6)
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Here we have dealt with the case where the system is separated from the environment,

and the evolution is said to be unitary. That is, the states evolve under a unitary operator

Eq. 1.4, and U †U = 1, so we say the system is closed. In this thesis, we will use the

terms “closed”, “unitary” and also “Hamiltonian dynamics” interchangeably to refer to

the dynamics of a quantum system that has no coupling to any environment. The reality

however, is that it is impossible to decouple a system from some environment1 [27].

Partitioning the Hamiltonian

To solve open quantum systems, we take the Hamiltonian that accounts for everything

that we are interested in: the system, the environment, and any system-environment

interactions (for clarity we denote the total Hamiltonian as HTot). We will now partition

the total Hamiltonian into those three parts, the environment Hamiltonian, HB, the system

Hamiltonian, HS , and a term that will contain any interaction between the system and

the bath, HSB. The total Hamiltonian can now be written as

HTot = HS +HB +HSB. (1.7)

The environment we will consider throughout this thesis is a large reservoir 2 of harmonic

oscillators,

HB =
∑
q

ωqb
†
qbq. (1.8)

The system is the object that is of interest to the experimentalist, that is, the object that

one will measure expectation values for. In principle it can be anything but in practice it is

usually (somewhat) simple. Our system will always be a two level system with pseudo-spin

levels | ↑⟩ and | ↓⟩, and the Hamiltonian will be some variation on

HS(t) = hx(t)Sx + hy(t)Sy + hz(t)Sz, (1.9)

with some time-dependent control fields h•(t). Classic examples of systems are trapped

ions [5, 28, 29], superconducting qubits [30, 31], semiconductor quantum dots [32].

Both the system and environment Hamiltonian only contain system and environment oper-

ators, respectively, while the interaction term is the term in the Hamiltonian that contains

both system and environment operators. The most general interaction Hamiltonian is

HSB =
∑
q

Aq ⊗Bq, (1.10)

where Aq is some system operator and Bq is some environment operator. Here we will

consider one form of the interaction Hamiltonian exclusively, the deformation potential,

1We will use the terms “bath” and “environment” interchangeably to mean the same thing.
2Generally, a reservoir means an infinite number of degrees of freedom of the environment [27], but one

can consider an environment that is not a reservoir, see e.g. the Jaynes-Cummings model
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where

HSB = Ô
∑
q

(
gqbq + g∗qb

†
q

)
. (1.11)

A two level system coupled via the deformation potential to a bosonic bath is called the

spin-boson model [9, 33], and is a field of active research.

The key point is that the total Hamiltonian HTot will evolve under unitary dynamics

as described by Eq. 1.4, however evolving HTot by a unitary rotation for a typical open

system will quickly become impossible since one now must diagonalise an infinite number

of bath modes, which will contain terms corresponding to excitations caused by the system-

bath interactions. The fact that we cannot write down the equation of motion of a total

Hamiltonian is not necessarily a bad thing, as much — but not all — of this information

will be irrelevant to the subsequent dynamics of the system.

In the following sections we will build up various methods to account for the influence of

the environment on the system, truncating all of the superfluous information stored in the

bath and only storing information that is relevant for the trajectory of the system, which

for this thesis is the thing we ultimately care about. As such, instead of writing down

equations of motion for the total density matrix of the system plus the environment, we

instead deal with a much more desirable object, the reduced system density matrix. As

a result of the interaction between the system and the environment this object will no

longer evolve under unitary dynamics

Reduced density matrix

We need not restrict ourselves to pure states as described above. We can also consider the

case where a system is prepared in a mixed state, that is a quantum statistical ensemble

of states. The density matrix is defined as

ρ(t) =
∑
i

pi |ψi(t)⟩⟨ψi(t)| , (1.12)

which is time-evolved by a unitary by

ρ(t) = U(t, t0)ρ(t0)U
†(t, t0), (1.13)

and the corresponding equation of motion of the density matrix is

d

dt
ρ(t) = −i[H(t), ρ(t)], (1.14)

which is called the Liouville-von Neumann equation, or simply the Liouville equation.

Expectation values of an operator Ô can be calculated using〈
Ô
〉

= Tr[Ôρ]. (1.15)
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We can recast the Liouville-von Neumann equation in a form that is more similar to the

classical Liouville equation,

ρ̇(t) = L(t)ρ(t), (1.16)

where we have introduced the Liouvillian super-operator L. A super-operator is an oper-

ator that acts on an operator to yield another operator. The Liouvillian super-operator is

defined that

L(t)ρ(t) → −i[H(t), ρ(t)]. (1.17)

From this definition constructing the Liouvillian super-operator may seem unnecessary,

however the reason for doing this will become clear when we look at numerical recipes for

finding the way the system evolves under the environment, where we will show explicitly

how to write down the Liouvillian operator numerically. The time evolution of the density

matrix if one knows the Liouvillian super-operator is

ρ(t) = T
←

exp

[∫ t

t0

dτL(τ)

]
ρ(t0). (1.18)

To make our life easier, instead of dealing with the total density matrix of the system and

environment we wish to deal with an object that doesn’t have a possibly infinite number of

parameters. Since we define the system as the object that we will take expectation values

for, all observables are of the form ÔS ⊗ 1B. We can therefore take the partial trace over

the environment to yield the object of central interest, the reduced density matrix of the

system,

ρS = TrB ρ. (1.19)

This means we can avoid writing down ρB explicitly, which is both unnecessary and

computationally intractable. Expectation values can now be calculated as〈
Ô
〉

= TrS [ÔρS ], (1.20)

we refer the reader to the standard literature [27] for further details, such as calculating

the equation of motion of a reduced density matrix in the Schrödinger picture, Heisenberg

picture.

1.1.1 Markovian methods

The standard, and simplest approach (see Breuer and Petruccione [27]) is to perform the

Born-Markov approximation (generally referred to as the Markov approximation). This

is where we first encounter the idea of “Markovianity”, which ultimately means that the

future of the evolution does not depend on the past, it only depends on the current state.

The concept of classical “Markovianity” and “non-Markovianity” are well understood.

However the quantum analogues to both are a topic of hot debate [34], a discussion which

we allude to later. For now, we regard quantum Markovianity as a series of approximations
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that yield a time-local equation of motion of motion of a system coupled to an environment,

where the latter is “memoryless”. This means that any information that flows from the

system to the environment is irreversibly lost.

Let us start this discussion by introducing two concepts, a quantum operation and the dy-

namical map. Any operation or intervention on a system can be described by a completely-

positive (CP) map [35]. Such operations could include applying a unitary or performing

a projective measurement. The second is the quantum channel or dynamical map3, Eti:tf .

The dynamical map describes the evolution of the reduced density matrix of the system for

any initial density matrix [27] (in this case taking us from time ti to tf ). We will dedicate

a significant amount of time to how to represent a quantum channel in section 1.2.2, but

for now let us say that one such representation is the Liouvillian super-operator. For sim-

plicity we say that the quantum channel is both completely positive, and trace preserving

(CPTP), which ought be the case since Tr[ρ] =
∑

i pi which is a sum of probabilities which

ought to add up to unity4. We now introduce the first rigorous definition of Markovianity,

CP-divisibility. CP-divisibility means that a dynamical map E0:t can be decomposed into

two dynamical maps [10, 36].

E0:t = Υt′:tE0:t′ , (1.21)

where Υt′:t is a CPTP map and this decomposition can be done for all t′ ∈ [0, t].

We now jump back from the definitions, to more practical arguments. The simplest way

to solve an open system is to derive equations of motion that are “time-local”, that is

differential equations that only depend on the current time, and do not require knowledge

of the history of the solutions. This is the origin of the description “Markovian”. More

precisely, we write down a Markovian master equation as follows [27]

ρ̇S(t) = L(t)ρ(t), (1.22)

where we see that the equation of motion only depends on the current time. The most

general form of a time-local master equation is Gorini-Kossakowski-Sudarshan-Lindblad

master equation, which we refer to as the Lindblad master equation,

LρS = −i[H, ρS ] +

d2−1∑
k

γk

(
AkρSA

†
k −

1

2
A†kAkρS − 1

2
ρSA

†
kAk

)
, (1.23)

where H is close to, but not quite the system Hamiltonian (see microscopic derivation for a

specific example). This is the most general form of of a generator of a quantum dynamical

semigroup. As far as we are concerned, it is the most general equation of motion of a

quantum channel that is CP-divisible5. The first term alone is just the Liouville equation

3we use “dynamical map” and “quantum channel” interchangeably but some authors make a distinction
between the two

4See Nielsen and Chuang [35] for a more precise discussion
5The above discussion is true for experiments that are prepare-evolve-measure type. See Ref.[34] for a
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generating unitary dynamics on the reduced density matrix, the rest of the account for the

influence of the environment on the system, and include dissipation. It is derived, not using

microscopic theories, rather rigorous arguments using quantum dynamical semigroups (see

ref. [27] and the references therein). Nevertheless, for clarity of understanding the Markov

approximation within different contexts, it is instructive to provide a sketch of a derivation

of this equation using a microscopic example to gain an intuitive feel of what the failure

of the Markov approximation should look like.

Microscopic derivation

We sketch the important steps of the microscopic derivation for an illustration of the

approximations and to give the reader an idea of when they would be appropriate. We start

by introducing the interaction picture Liouville equation. This is found by introducing the

“free” Hamiltonian H0 = HS +HB, and transform operators into the interaction picture

using

Õ(t) = eiH0(t−ti)Oe−iH0(t−ti) (1.24)

= U †0(t, ti)ρ(t)U0(t, ti) (1.25)

where Õ is an operator in the interaction picture. The Liouville equation for the evolution

of the total density matrix in the interaction picture is

d

dt
ρ̃(t) = −i[H̃SB, ρ̃(t)]. (1.26)

Integrating this equation gives

ρ̃(t) = ρ(0) − i

∫ t

0
ds[H̃SB(s), ρ̃(s)], (1.27)

which we can now substitute back into eq 1.26, and since we are interested in the dynamics

of the reduced density matrix we take the partial trace over the environment to give

d

dt
ρ̃S(t) = −

∫ t

0
dsTrB[H̃SB(s), [H̃SB(s), ρ̃(s)]], (1.28)

where we assume that TrB[H̃SB(s), ρ(0)] = 0. Equation 1.28 is still exact, so to make it

tractable to solve we first perform the Born approximation, which is that the influence of

the system on the bath is small so the bath is approximately unchanged by the system.

The bath is therefore approximated to be time independent and the total density matrix

is approximately a product state of the system and environment density matrices:

ρ̃(t) ≈ ρ̃S(t) ⊗ ρB. (1.29)

more precise discussion.
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This gives us a simplified equation of motion

d

dt
ρ̃S(t) = −

∫ t

0
dsTrB[H̃SB(s), [H̃SB(s), ρ̃S(s) ⊗ ρB]], (1.30)

however, it is still difficult to solve, as propagating the system density matrix forward

requires keeping track of the past history. This is where the Markov approximation,

where we send ρ̃S(s) → ρ̃S(t) appears. The Markov quantum master equation is now

d

dt
ρ̃S(t) = −

∫ t

0
dsTrB[H̃SB(t), [H̃SB(s), ρ̃S(t) ⊗ ρB]], (1.31)

This is called the Redfield equation, and is local in time but not a Markov master equation

since it depends on the choice of initial preparation. The final approximation is to send

H̃SB(s) → H̃SB(t − s) and let the upper limit of the integral go to infinity. This is

reasonable provided the integral disappears fast for s beyond the timescale on which the

bath correlation functions decay. Finally we arrive at the Markov master equation

d

dt
ρ̃S(t) = −

∫ ∞
0

dsTrB[H̃SB(t), [H̃SB(t− s), ρ̃S(t) ⊗ ρB]]. (1.32)

This is a Markovian master equation, however it is not guaranteed to define the generator

of a dynamical semigroup, and in order to do so, one performs the rotating-wave approx-

imation, or secular approximation. This approximation averages out terms that oscillate

rapidly on timescales that one is interested in, and we refer the reader to the literature [27]

for details.

Performing the Born, Markov and secular approximations one is guaranteed to obtain a

CP-divisible map, and a dynamical semigroup, therefore the resultant dynamical map can

be written using the Lindblad master equation. The Born approximation assumes the

system-environment coupling is weak such that the bath density matrix is approximately

time-independent. As discussed in Breuer, that is not to say that there are no system

induced excitations in the environment, rather that they are not resolved on the timescale

set by the Markov approximation. The Markov approximation says that the timescale

over which the state of the system changes is much slower than the time taken for the

bath correlation functions to decay, so we can no longer resolve times shorter than this

environment correlation time.

This general method for obtaining a Markovian quantum channel E by deriving a Lind-

blad master equation can be performed on various systems in parameter regimes that allow

for the approximations. The classic introductory example is the quantum optical master

equation, considered in Breuer [27], where in the quantum optical regime the approxima-

tions are well satisfied. Another application is a derivation of the effects of phonons on

semiconductor quantum dot excitons [37], which again is valid provided one stays in a

certain parameter regime. This is very similar to the model we will use for the remainder
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of this thesis, so we will delay a discussion to the limits of the validity of this equation

until later.

1.2 Non-Markovian methods

Simple, time-local equations of motion are have yielded a rich area of physics, includ-

ing optimal-control examples [3–5]. The issue is that they are poor approximations for

interesting quantum devices [9, 10]

The problem with non-Markovian methods is they are extremely computationally costly.

To give an example: consider the Augmented Density Tensor (ADT). We will defer a

comprehensive introduction to below, but for now we give a cartoon picture that it’s an

object that stores the history of the system density matrix over a bath correlation time

τC . While exploiting the fact that excitations in the environment caused by the system

after time τC are not relevant to the future evolution, we are still nevertheless left with

an object that scales poorly. If we have to store every time-step ∆t over τC to give k

time-steps, that means the size of this tensor is d2kS numbers, which scales exponentially

with τc.

This simple, loosely described, relatively naive way of evolving a non-Markovian system

shows the difficulty in dealing with non-Markovian open quantum systems. As a result,

there are relatively few examples of optimal control in non-Markovian systems other than

the methods we are about to describe. One such approach is to expand the system to

incorporate a few modes fo the environment [11–13], however this becomes intractable

when one considers more than a few modes of the environment. Optimal control has been

applied using a time-local dissipator describing non-Markovian dynamics using lowest

order perturbation theory [14], as well as hierarchical equations of motion [15]. Both of

these techniques are effective if the environment can be modelled as a small number of

Lorentzians. Optimal control has been performed using stochastic Liouville equations [16].

Another approach is to assume that the dissipation is described by a fixed time-local

dissipator [17–19]. One issue with this strategy is that one must consider the effect of the

time-dependent control fields on the dissipator [38].

1.2.1 Tensor networks in open quantum systems

This thesis is based on representing quantum channels as products of large amounts of

tensors. The standard way to write down non-trivial tensor network operations is Einstein

notation, however to simplify discussions we will build up an alternative way to describe

tensors and how to sum over indices.

Einstein notation means that the components of a tensor A can be written as Aij where

i and j are the two indices. The rank of a tensor is the number of indices required,

so in our example the fact that only two coordinates i and j are needed to describe the

10



component Aij , A is a matrix. The second convention is that repeated indices are summed

over, so Cαγ =
∑

β A
αβBβγ can be written by dropping the summation sign. Since we

make no distinction between covariant and contravariant vectors; our choice of superscripts

and subscripts is mostly down to avoiding confusion between denoting an index and an

exponent. While Einstein notation is a powerful method that can perform all of the

operations we are about to describe, it becomes unwieldy for describing a large quantity

of tensors to be summed over, such as those seen in Matrix Product States (MPS) and

Density Matrix Renormalisation Group (DMRG). To given an example, suppose we wish

to perform manipulations on an MPS. An example could be the matrix product operator

for the propagator of the TEMPO (to be introduced later) algorithm, which is is written

using Einstein notation as

Bjn,jn−...,j1
in−1...,i1

= [b0]
jn
α1

(
n−2∏
k=1

[bk]
αk,jn−k
αk+1,in−k

)
[bn−1]

αn−1,j1
i1

, (1.33)

which, taken out of context, is very difficult to visualise6.

Now we introduce tensor network diagrams, and we will see how this graphical notation

simplifies equations (such as Eq. 1.33) and discussions. This notation dates back to Pen-

rose, however in order to adapt it to be useful for open quantum systems we will strongly

follow the notation introduced by Wood et al. [39]. Each tensor is represented by a node,

depicted as either a circle, square, or triangle. An index for a tensor is represented by

drawing a leg. The main point is that when two indices (legs) are connected it is as-

sumed that they are summed over. The number of legs (indices) indicates the rank7 of

the tensor. This is shown graphically in Fig. 1.1. A scalar is represented by zero legs

Figure 1.1: Various tensor networks:(a) a scalar, with zero legs, (b) a vector |v⟩ with
one leg pointing to the left, (c) the hermitian conjugate of the vector ⟩v|, (d) matrix-
matrix multiplication, a simple example of a tensor contraction. (e) Inner product ⟨ψ|ψ⟩.
Diagram adapted from Ref. [39].

(a), and we assume that a vector in Hilbert space is a node with a single leg pointing to

the left (b). A rank-2 tensor (a matrix), is a two legged object (d). Here we encounter a

6This is shown diagrammatically in Fig. 1.14.
7Here rank simply means the number of indices used to specify a tensor, though the term can also refer

to the number of non-zero singular values
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discrepancy between the conventions in Wood et al. and the standard TEMPO method

literature. Wood et al. stipulate that the orientation specifies whether they represent

a vector in Hilbert space, the Hermitian conjugate of a vector, or an operator. In the

TEMPO literature, spatial orientation has the meaning of the progress of time, and the

difference between a rank 0,1,2. . . tensor is solely the number of legs it has. We will

sketch how these two methods can be married. For now we will adapt the convention by

Wood et all, that a vector in Hilbert space |v⟩ has a single leg pointing to the left Fig. 1.1

(b), and the dual of that vector ⟨v| is defined as having a single leg pointing to the right

(c). Finally, an operator has legs pointing in both directions (d). We will try to avoid

confusion by clearly stating when the meaning of the orientation of a tensor network leg

has changed. The choice of this direction (which is the opposite direction to conventional

quantum circuits) was chosen to bear resemblance to Dirac notation. It means that the

inner product ψ∗i ψ
i = ⟨ψ|ψ⟩ can be expressed rather succinctly in Fig. 1.1 (e).

Now that we have defined a meaning to the orientation of a leg, and state that changing

the orientation of a leg from left to right implies taking the Hermitian conjugate, we can

now define a transpose and conjugate. Firstly the complex conjugation of an operator is

denoted by a bar, Fig. 1.2 (a). Now since the Hermitian conjugate of a vector is defined

with the leg pointing to the left, we can define taking the transpose of a vector as bending

the leg around to the right (b). Similarly this can be done with operators (c), since

ATij = Aji. The trace now takes the simple form of connecting the two legs together since

Tr[Aij ] = Aii (d).

Figure 1.2: Various tensor networks:(a) a scalar, with zero legs, (b) a vector |v⟩ with one
leg pointing to the left, (c) the hermitian conjugate of the vector ⟩v|, (d) matrix-matrix
multiplication, a simple example of a tensor contraction. (e) Inner product showing an
example of normalisation, ⟨ψ|ψ⟩ = 1. Diagram adapted from Ref. [39]

.

For this chapter we will represent summing over a basis by using a hatched box, such the

eigenvalue decomposition can be shown in Fig. 1.3 (a). Sliding an operator around the

bend as shown in Fig. 1.3 (b) transposes the matrix, and we refer the reader to the full

description in Wood et al. [39] for a full justification. The real power in this notation can
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Figure 1.3: (a) Eigenvalue decomposition, (b) transposing a matrix. Diagram adapted
from Ref. [39].

be seen when we introduce row and column vectorisation as shown in Figs. 1.4 (a) and

(b). By bending the indices from one side to the other and saying that they point along

the same direction we have achieved vectorisation. Whether row vectorisation is defined

as bending the leg above (as is the case here), or below is arbitrary, so long as we are

consistent.

Figure 1.4: Vectorisation:(a) Column vectorisation, (b) Row vectorisation, and showing
an operator that takes two legs, both of Hilbert space dimension dHS and converts it to
a single leg of dimension d2HS. (c) converting a row vectorised vector a column vectorised
vector by exchanging legs. Diagram adapted from Ref. [39].

1.2.2 Representations of dynamical maps

Liouville super-operators

There are many equivalent ways to represent a CPTP dynamical map. The first form we

introduce is the Liouville super-operator, which will be the dominant representation of a

dynamical map in this thesis. It will become clear why we have spent considerable time

detailing how to represent operations such as vectorisation in graphical notation.

To start off let us define the time evolution of a density matrix ρ0 =
∑

i pi|ψi⟩⟨ψi| given

by

ρ(t) = U(t, t0)ρ(t0)U
†(t, t0).

The density matrix is given in diagram 1.5 (a), and assuming the above conventions, the

time evolution is shown in diagram 1.5 (b).

Here, we can now show an explicit way to construct the Liouville equation 1.16, ρ̇(t) =

L(t)ρ(t). If we assume that the Liouvillian super-operator is time-independent, the formal
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Figure 1.5: Construction and time-evolution of a density matrix. (a) a density matrix
as an outer product of vectors. (b) the time evolution of the density matrix using unitary
operators. Diagram adapted from Ref. [39].

solution is

ρ(t) = exp[L(t− t0)]ρ(t0). (1.34)

Now so far we have not given any concrete ways to construct L, other than defining it

as Lρ = −i[H, ρ]. We start by constructing the case where a density matrix evolves

unitarily under a time-independent Hamiltonian H of a closed system. The final density

matrix ρ(t) is given by diagram (b) in Fig. 1.5. The key step is that we vectorise the

Figure 1.6: Construction of a Liouville super-operator for a state evolving as a closed
system under a unitary U . (a) Vectorisation of the density matrix at the final time. (b)
Sliding the unitary around the wire, showing how the tensor product of the two unitaries
is a super-operator in Liouville space. Finally, construction of a Liouville super-operator
consisting of a single right (c) or left (d) acting operator in Hilbert space on the density
matrix by taking the tensor product of the operator and the identity.

density matrix (Fig. 1.6 (a)). After vectorising the density matrix, we now say that we

are in Liouville space. By sliding the right hand unitary along the wire (Fig. 1.6 (b)),

we can group together the two unitary operators (in tensor network notation grouping

two operators together is taking a tensor product), and define this as the Liouville super-

operator (which we call L in this diagram). L is our Liouville propagator. It propagates

a vectorised density matrix forward in time under the Liouvillian L. Once the network

has been multiplied out we are free to unvectorise the result to get the evolved density

matrix ρ(t). We see that introducing the Liouvillian super-operator has allowed us to
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represent evolution under a dynamical map as a matrix-vector multiplication. Similarly

commutator relations are now matrix vector multiplications in Liouville space. Liouville

super-operators can be constructed for left (d) and right (c) acting operators ÔL and ÔR

by taking tensor products with the identity. The trace can also be taken in Liouville space

by contracting with an operator (which we will soon call the cap in TEMPO language)

which is the vectorised identity8. The Liouville super-operator representation can be used

to represent any CP-map [39].

We can go a step further and show the tensor network for the discretised time-dependent

Liouville equation

ρ(t) = T
←

exp

[∫ t

t0

dτL(τ)

]
ρ(t0) → eL(tn)∆t . . . eL(t2)∆teL(t1)∆tρ(t0), (1.35)

using vectorised density matrices as

ρi(t) = [Ln]αi
αn−1

(
n−1∏
k=0

[Lk]
αk
αk−1

)
ρα0(t0), (1.36)

Lk = exp[L(k)∆t] (1.37)

In principle this equation can account for non-Markovian behaviour, provided one knows

how to construct a non-Markovian Liouvillian super-operator. This is a difficult task and

our non-Markovian solutions will not look like this equation. If we restrict ourselves to

a Markov case, we can write the Lindblad equation as a Liouvillian super-operator, as

shown in figure 1.7 (a). Equation 1.36 now looks like diagram 1.7 (b). Here we can see the

simplicity and ease of comprehension brought by this tensor network notation. The general

Figure 1.7: Time discretised evolution of a density matrix using a Liouvillian of a Lind-
blad dissipator with jump operators Ak and dissipation rates γk. (a) Constructing the
Liouvillian at a discrete time. (b) Evolving the initial density matrix, showing the time
ordering of the integration in discrete time.

8In fact, the vectorised identity matrix is also the unnormalised Bell state |Φ+⟩ =
∑

i |i⟩⊗|i⟩; see Wood
et al. [39] for further details.
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formula for applying a dynamical map in the Liouville super-operator representation is

E(ρ)ij = Lijklρkl. (1.38)

This is shown diagrammatically in figure 1.6 (b). The discretised product of Liouvillians in

Fig. 1.7 (b) can be brought into the form of fig 1.6 (b) by contracting the n super-operators

together to yield a single super-operator as in diagram 1.6 (b).

Figure 1.8: Connecting Wood conventions and TEMPO conventions. (a) Performing a
standard operation ρf = ORρOL. This has been vectorised into Liouville space, where
the operation is now ρf = Lρi. (b) An operation that converts two legs of dimension dsys
into a single leg of dimension d2sys, with the map described in Eq. 1.39. We are now free
to simplify the diagram to just having one leg (c). Assumptions about the meaning of the
orientation of legs in Fig. (c) are now unnecessary, so we are free to reassign the meaning
to something else, such as time.

Having used the convention of Wood et al. regarding the meaning of spatial orientation

of the legs, we now introduce how we can transform from this notation to the standard

TEMPO notation. Each index in diagram 1.6 (b) is the size of the system Hilbert space

dimension dsys. We are free to combine these two indices into a single index of size d2sys.

An example of the index conversion map for row vectorisation (which is what numpy does

by default) is

Aij → [vec[A]]k dim[A] = (m× n) (1.39)

i = k//m

j = k%m

k = mi + j.
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Which in matrix form for a (2 × 2) matrix looks like

[
A00 A01

A10 A11

]
=


A00

A01

A10

A11

 . (1.40)

Note that here we have drawn the result of a row vectorisation as a column matrix. This

is to be consistent with states in physics (i.e. kets) being represented by column vectors,

which is the spirit of the spatial orientation convention of Wood. This is the form of the

legs that is commonly seen in the TEMPO literature, where a single leg of d2sys can really

be decomposed into two legs where one leg acts to the left of the operator, and the other

to the right. This can be seen visually in diagram 1.8. To be clear, for this section we

explicitly draw the two legs for clarity. From section 1.2.4 onwards we use the TEMPO

convention where each leg is a single vectorised leg of dimension d2sys, and we drop the idea

of spatial orientation denoting Hermitian-conjugation, rather the direction in space on the

diagram is the order of time. We will clearly state any exceptions to this convention.

Kraus representation

The most intuitive representation for a CPTP map is the Kraus representation. Kraus’

theorem states that a map E is CPTP if and only if it can be written in the form [35, 39,

40]

E(ρ) =
∑
α

KαρK
†
α, (1.41)

where the Kraus operators satisfy the completeness relation∑
α

K†αKα = 1 (1.42)

This is shown diagrammatically in figure 1.9 The choice of the Kraus operators is not

Figure 1.9: Using the Choi matrix to apply the dynamical map to a given density matrix.
Diagram adapted from Ref. [39].

unique. A unique choice is the canonical Kraus representation [39, 41], where

Tr[K†αKβ] = λαδαβ (1.43)

We use this representation to compute the fidelity of a quantum gate [42] in chapter 5.
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Choi Matrix

The Choi matrix representation is an application of the Choi-Jamio lkowski isomorphism

which gives a bijection between linear maps and linear operators [39, 43]. The Choi-

Jamio lkowski isomorphism can be thought of having the quantum channel E acting on

half of the unnormalised Bell state |Φ+⟩ =
∑

i |i⟩ ⊗ |i⟩, so the Choi matrix can be defined

as9

Λ = (1⊗ E)
∣∣Φ+

〉〈
Φ+
∣∣ . (1.44)

More intuitively, we can think of the Choi matrix as being a vectorisation of the Kraus

operators (this operation itself can be seen as performing the Kraus map on half of the un-

normalised Bell states). The evolution of a state using the Choi matrix as a representation

of the quantum channel is given by

E(ρ) = TrS [(ρT ⊗ 1S′)Λ], (1.45)

where S′ is the same dimension of the system, but we emphasise that we trace over the

system density matrix part, leaving open two indices that are the evolved state (which

has the same dimension of the system). Alternatively, this can be expressed in Einstein

notation as

E(ρ)jl = Λijklρik. (1.46)

Both of these become easier to understand in tensor network notation. We see below that

Figure 1.10: Kraus’ theorem in tensor network form. Diagram adapted from Ref. [39].

the Choi matrix is just a reformulation of the Kraus operators.

We will further reinforce the message that all of these methods are simply alternative

ways to represent the evolution of an open system when we describe how to transform

between all three representations. In particular, we will see that the Choi matrix and

Liouville super-operator are equivalent by reshuffling the indices, and the canonical Kraus

representation can be obtained via the spectrum of the Choi matrix. Then one can ask,

if they are all equivalent, why are we spending time introducing all three? The answer

to this is that they make it easier to perform certain calculations. As stated previously,

Pedersen et al. [42] have a formula for evaluating the average fidelity of a quantum gate

9The Choi matrix Λ is dependent on the vectorisation, here we assume row vectorisation since that is
what numpy does, see Wood et al. for further details on column vectorisation.
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— without requiring one to average over many different input states, which is a highly

non-trivial task which makes optimisation of a quantum gate possible, as we shall explain

in chapter 5. We can recast the soon-to-be introduced process tensor as a Choi matrix

in order to obtain a measure of non-Markovianity. Finally, we shall mostly be working

with the super-operators, as they compute commutators in a way that is clear and can be

time-discretised, allowing us to build up the main tool we use in this thesis — the process

tensor.

1.2.3 Feynman path integral

The standard approach to quantum mechanics is based on canonical quantisation of phys-

ical observables, building up an associated operator algebra. Instead, here we introduce

the Feynman path integral [44–46], which takes an alternative approach [47]. The method

we focus on in this thesis for simulating non-Markovian dynamics is based on formulating

the problem as a Feynman path integral, and we will later show, in Sec. 3.2.3, how this

can be used to solve an analytical problem. The path integral constructs the propagator,

U(q′, q; t) =
〈
q′
∣∣e−iHt∣∣q〉 (1.47)

which is the probability amplitude for a particle to propagate between generalised coordi-

nates q and q’

Here we provide a general sketch of the path integral strategy and refer to the citations

above and reference [47] for further details. The general idea is to divide the unitary

evolution operator into infinitesimal time-steps,

e−iHt →
[
e−iH∆t

]N
. (1.48)

Frequently we can use simplifications such as expanding the Hamiltonian like

e−iH∆t → e−iT∆te−iV∆t + O(∆t2) (1.49)

where the error vanishes without approximation since we will take the limit of ∆t → 0.

The key is that at each time slice we can insert one or more resolutions of the identity.

This allows us to write out the propagator as

〈
q′
∣∣∣[e−iH∆t

]N ∣∣∣q〉 = 〈
q′
∣∣1e−iT∆te−iV∆t

1e−iT∆te−iV∆t
1 . . .1e−iT∆te−iV∆t.

∣∣q〉 (1.50)

The resolutions of the identity are chosen to make it easy to evaluate the operators. An
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example is

1 =

∫
dqn |qn⟩⟨qn| (1.51)

1 =

∫
dqn

∫
dpn |qn⟩⟨qn|pn⟩⟨pn| .

The second choice of 1 is chosen such that the operators V̂ act on eigenstates to the right,

exp
[
−iV̂ δt

]
|qn⟩ = exp [−iV (qn)δt] |qn⟩ , (1.52)

and T̂ acts on eigenstates to the left,

⟨pn| exp
[
−iT̂ δt

]
= ⟨pn| exp [−iT (pn)δt] , (1.53)

where we have temporarily put hats on T̂ and V̂ to emphasise that in the above equations

they have gone from being operators to complex numbers.

This means that instead of dealing with non-commuting quantum operators, we can recast

the propagation of states in terms of an integral of complex numbers, at the expense of

requiring a sum over all possible trajectories of the quantum particle. The final step is to

take the continuous limit, which will yield

D(p, q) ∼ lim
N→∞

∏
m

∏
n

dpmdqn. (1.54)

The Hamiltonian formulation of the path integral is

〈
q′
∣∣e−iHt∣∣q〉 =

∫
D(p, q) exp

[
i

∫ t

0
dt′(pq̇ −H(p, q))

]
, (1.55)

and the Lagrangian formulation is

〈
q′
∣∣e−iHt∣∣q〉 =

∫
D(q) exp

[
i

∫
dt′L(q, q̇)

]
. (1.56)

1.2.4 Quasi-adiabatic propagator path integral

Here we present the first numerical representation of a non-Markovian dynamical map,

the Quasi-Adiabatic propagator Path Integral (QUAPI). QUAPI propagates an extended

representation of the system that includes its history, called the augmented density tensor

(ADT), forward in time. QUAPI can be used to obtain multi-time correlations, but in

order to keep the discussion simple we restrict ourselves to expectations of the reduced

density matrix, and refer the reader to the literature for further details [7, 48–50].

The evolution of the reduced density matrix of a system between some position coordinates
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s′ and s′′

ρS(s′′, s′, t) = TrB
〈
s′′
∣∣e−iHtρ(0)eiHt

∣∣s′〉 (1.57)

is given by the path integral

ρS(s′′, s′; t) =

∫
ds+0

∫
ds+1 · · ·

∫
ds+N−1

∫
ds−0

∫
ds−1 · · ·

∫
ds−N−1〈

s′′
∣∣e−iHS∆t

∣∣s+N−1〉 . . . 〈s+1 ∣∣e−iHS∆t
∣∣s+0 〉 〈s+0 ∣∣ρS(0)

∣∣s−0 〉 〈s−0 ∣∣eiHS∆t
∣∣s−1 〉 . . .〈

s−N−1
∣∣eiHS∆t

∣∣s′−〉 I(s+0 , s
+
1 . . . s

+
N−1, s

−
0 . . . s

−
N−1, s

′′, s′; ∆t), (1.58)

where the influence functional

I(s+0 , s
+
1 . . . s

+
N−1, s

−
0 . . . s

−
N−1, s

′′, s′; ∆t) = TrB

[

e
−iHenv(s

′′)∆t
2 e

−iHenv(s
+
N−1

)∆t

2 . . . e
−iHenv(s

+
0 )∆t

2 ρB(0)e
iHenv(s

−
0 )∆t

2 . . . e
iHenv(s

−
N−1

)∆t

2 e
iHenv(s

′)∆t
2

]
,

(1.59)

yields the effect of the environment on the system. Eq. 1.58 is found by inserting resolu-

tions of the identity for the position coordinates at the infinitesimal time-steps si going

forwards in time and backwards in time. It contains transition amplitudes of the system

Hamiltonian
〈
s+k+1

∣∣e−iHS∆t
∣∣s+k 〉 forwards in time, as well as

〈
s−k−1

∣∣eiHS∆t
∣∣s−k 〉 backwards

in time. After we trace over the environment, the influence from the environment in

Eq. 1.58 appears in the influence functional. Since we work with a reservoir with an

infinite number of degrees of freedom, we can send ∆t → 0 and allow N → ∞. The

calculation of this limit is the subject of reference [48]. The result is the Feynman-Vernon

influence functional

I = exp

[
−
∫ t

0
dt′
∫ t′

0
dt′′
(
s+(t′) − s−(t′)

) (
C(t′ − t′′)s+(t′′) − C∗(t′ − t′′)s−(t′)

)
− i

∫ t

0
dt′
∫ ∞
0

dωJ(ω)
(
s+(t)2 − s−(t)2

)]
(1.60)

which is controlled by the bath response or autocorrelation function10

C(t) =
1

π

∫ ∞
0

dωJ(ω)

[
coth

(
βω

2

)
cos(ωt) − i sin(ωt)

]
. (1.61)

The autocorrelation function is a measure of how the environment responds after a per-

turbation at a time t in the past. The autocorrelation function is controlled by the inverse

10In writing this equation it is assumed that HSB is the deformation potential 1.11, Ô
∑

q

(
gqbq + g∗q b

†
q

)
.

21



temperature β and the spectral density,

J(ω) =
∑
q

|gq|2 δ (ω − ωq) . (1.62)

The influence functional then represents the reaction from the environment on the system

after the perturbation [7]. Accordingly, if the system emits information from the system

into the environment, the influence functional is the vehicle for which information is then

restored back to the system.

Equation 1.60 gives the influence functionals in continuous forms. In order to represent

the dynamical map as a tensor-network, we re-discretise the influence functional into

finite time-steps ∆t. First we must introduce the Trotter splitting [51]. Here we wish

to express the dynamical map as a time-discretised product of Liouvillians acting on

vectorised density matrix. In this case the super-operator looks like LS + LE , where

LE = LB + LSB. First order Trotterisation is to approximate this first term as

e(LS+LE)∆t = eLS∆teLE∆t + O(∆t2). (1.63)

It would be prudent to introduce the higher order symmetrised Trotter splitting [49, 50,

52, 53],

e(LS+LE)∆t = eLS
∆t
2 eLE∆teLS

∆t
2 + O(∆t3). (1.64)

For clarity and consistency with the literature, we write down QUAPI with the first order

Trotterisation, however since the numerical penalty in implementing the symmetrised

Trotterisation is small compared to the overall gain, the TEMPO algorithm will use the

latter, and so we will generally write down the TEMPO algorithm using the second order

Trotterisation.

After dividing the influence functions up into N time-steps, the time evolved density

matrix is found using

ρ(t) =

N−1∏
n=1

n−1∏
k=0

Ik(n, n− k)U(n)ρ(0), (1.65)

where the system propagator is given by

U(n) = eL∆t, (1.66)

and the influence functions [54],

Ik(n, n− k) = −L−OS
(n∆t)

(
L−OS

((n− k)∆t)R(ηk) + iL−OS
((n− k)∆t)I(ηk)

)
. (1.67)

ηk =


∫ (k+1)∆t
k∆t dt′

∫ ∆t
0 dt′′C(t′ − t′′) k ̸= 0∫ ∆t

0 dt′
∫ t′
0 dt′′C(t′ − t′′) k = 0.

(1.68)
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Figure 1.11: The QUAPI propagation scheme during (a) the grow phase, (b) the propagate
phase assuming kmax = 5.

Here we have introduced a notation for a system super-operator,

L±OS
A = OSA±AOS , (1.69)

that constructs the (anti)commutator.

In order to write Eq. 1.65 as a tensor network, we introduce two objects, the Augmented

Density Tensor (ADT) and the object that iteratively propagates it. The state is now

stored in the ADT, an extended state which includes the history of the system. The ADT

is propagated by iteratively applying the tensor containing the influence functions (the B

tensor in Ref. [52]). In order to express this as a tensor network, we rewrite the influence

functional as a Liouvillian super-operator tensor

[Ik]j
′

j = I(n, n− k)δj
′

j k ̸= 0. (1.70)

where the orientation of the legs implies the direction of time (j′ forwards in time and j

backwards in time). The exception is

[I0]j
′l
j =

∑
l′

I(n, n− k)δj
′

j δ
l
l′ , (1.71)

as we need to add an extra leg in order to grow the ADT at each step and include the

system unitary with the first influence functional in order to perform the Trotterisation.

The QUAPI propagation scheme is now shown in figure 1.11. Fig. 1.11 (a) shows the

growth phase iteratively. The ADT is iteratively contracted with the block of influence

functions, where after each step the ADT gains an additional index (leg). The growth
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Figure 1.12: Calculating the reduced density matrix after 6 time-steps with kmax = 3. (a)
The entire uncontracted tensor network (excluding the caps to extract the final density
matrix) to obtain the 6th ADT. (b) Extracting ρS from the ADT

phase continues for the bath correlation time τC , however as previously mentioned, the

history of the system longer than τC is assumed to be no longer relevant to the future

evolution. Therefore influence functions larger than kmax = τC
∆t will not affect the system

density matrix. Therefore instead of adding influence functions greater than kmax we

simply trace over the superfluous left most leg in Fig. 1.11 (c). This is the propagate

phase where the size of the ADT and QUAPI propagator remain constant in size, of

dimension d2kmax
sys and 2d2kmax

sys respectively. Finally the density matrix at intermediate and

final times can be found by summing over all of the influence function legs except the right

most one, as shown in fig 1.12 (b).

The QUAPI propagation scheme shown in fig 1.11 (a) reduces a non-Markovian propaga-

tion into an iterative series of tensor-tensor contractions. It bears some resemblance to the

Markovian time-local tensor network in 1.7 (b), however instead of propagating a state,

we instead propagate the ADT which is not a time local object, but includes the history of

the system. If the response of the bath to a perturbation from the system decays quickly,

as in, such that C(t) → δ(t), the influence functions become a time local description, and

we recover a Markov description and tensor network11. In the general case, it is assumed

that the response of the environment decays over some finite time, which we have already

referred to in our Markov derivation as τC . This time can be thought of the duration of

the “time non-locality”. The degree of time non-locality is intimately related to — but

a distinct concept from — the degree of non-Markovianity, and controls the difficulty in

computing the dynamics. The issue with the ADT is that the number of numbers in the

ADT grows exponentially with τC .

11An example is described in Ref. [49], for an Ohmic spectral density J(ω) = γω in the limit that β → 0,
R[C(t)] → δ(t) and I[C(t)] → δ′(t) and all influence functions do nothing except I0 which yields a pure
dephasing model.
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Figure 1.13: Expressing a rank five tensor as an MPS, diagram adapted from Ref [54]. (a)
A sample rank 5 tensor with indices labelled. (b) The tensor after the indices have been
grouped into yield a matrix. (c) Performing the SVD decomposition. (d) Approximating
the matrix by discarding σα < σcutoff.

1.2.5 Time-evolving Matrix-Product-Operators

In order to combat the exponential scaling of the QUAPI algorithm with respect to the

bath correlation time τc, here we apply one of the pieces from the density matrix renor-

malisation toolkit: the matrix product state (MPS). An MPS is an efficient representation

of a high rank tensor, assuming that the correlations are constrained in some way [52].

Strathearn et al. [52] realised that the QUAPI algorithm could be written in a way such

that both the ADT, representing the state and the influence of the environment on the

system, and the tensor that propagates the system forward, can be compressed using

standard MPS algorithms.

In short the TEMPO algorithm takes the single rank kmax ADT and factorises it into a

product of kmax tensors that are at most rank four tensors. The process for doing so is

shown in figure 1.13. First we re-write the object that takes us forward one time-step in

Fig 1.11 (a) as a product of rank 4 tensors, where the individual tensors are the bk tensors

[bk]
j′l
jl′ = δj

′

j δ
l
l′I(k) (1.72)

The process for constructing the MPS is shown in 1.13. This involves grouping all of the

legs into two to obtain a matrix and performing the singular value decomposition (SVD)

on this matrix. The SVD of a matrix is given by

Aij = U iαλαα
[
V †
]αj

, (1.73)

where λαα is a diagonal matrix whose diagonal elements are the singular values σα. These

singular values are ordered from highest to lowest with increasing α. Figs. 1.13 (a)-(c)

show the SVD in diagram form. Figs. (e) and (f) show the factorisation and compression
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Figure 1.14: TEMPO propagation scheme. B operator given by Eq. 1.33.

of the ADT The key point of MPS methods is that they are efficient when these singular

values decay to negligible amounts at some point. This allows us to set a cut-off point,

σcutoff, set every singular value σ < σcutoff to zero. Since a portion of the matrices U and

V † are now multiplied by zeros, we are free to truncate the size of the index α. This then

sets the size of the internal bond leg in the MPS. A sample of the full tensor network is

shown in fig 1.15 (a).

We have now discovered all three precision parameters for the TEMPO algorithm. To

recap, the first is the time-step of the discretisation of the influence functional ∆t. The

second is the time taken for the autocorrelation function to decay, τC , and its discrete

analogue kmax. These two parameters are both intrinsically related to the autocorrelation

function Eq. 1.61 and QUAPI. The time-step must be coarse enough to resolve all of the

features in the real and imaginary parts of the autocorrelation function 12. The maximum

correlation time must be long enough such that the autocorrelation function has well

decayed so we can safely say that times longer than the cut-off time have no effect on

future dynamics. Finally the SVD truncation parameter. This parameter controls the

SVD truncation which prevents the TEMPO network from being exponentially difficult

to represent. While there may be systematic ways to derive theoretical values that are

required for specific scenarios [54, 55], in practice it is safer to perform variational analysis

to obtain sufficiently accurate and converged results. This is true of all three parameters,

however it is especially true of the SVD cut-off since there is no physical warning when

results go astray, other than incorrect results.
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Figure 1.15: Constructing the process tensor: The TEMPO tensor network (a) with the
environment influence functions bk highlighted to show what will be contracted to become
the process tensor (b). The contraction process is shown in Figs. (c-e), where the grey
boxes indicate the tensors that will be contracted together. After each contraction, an SVD
is performed on the area shown in the brown box to keep the internal bond dimension
from increasing exponentially. Diagram adapted from Ref. [54].
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1.2.6 The process tensor

The process tensor is a general way to represent a non-Markovian process by considering

only the experimentally accessible quantities [8, 22]. It is a completely general framework

that stores all possible trajectories for the system for a given set of control operations.

We shall first derive a process tensor in an MPO form by contracting the environment

influence functions of the TEMPO algorithm. We will then spend some time outlining the

more general properties of the process tensor, which we will later show is a structure that

means we can efficiently obtain the gradient for optimisation.

Process tensor in MPO form

The process tensor is easiest understood from diagram 1.15. The original TEMPO algo-

rithm simply contracted every tensor in the network together. This had to be done for any

given set of system propagators {U}. For each system propagator there is approximately

kmax influence tensors bk. This indicates that the vast majority of the time is spent con-

tracting the bath influence tensors. As outlined in reference [23, 24], one realises that the

vast majority of the tensor network has no dependence on the initial state as well as the

system propagators (and thus the control parameters for the system). Therefore one is free

to pre-contract the influence functions bk into a single MPO at each time-step (Figs. 1.15

(c–f)). If one were to do this as we just described, the bond dimension of the internal leg

would grow exponentially. The key to preventing this, is after each contraction of a set

of bk tensors, an SVD sweep is performed on the states, except this time it is performed

vertically rather than horizontally. This is performed iteratively until all of the influence

tensors bk have been absorbed into a single vertical row of contracted influence tensors,

connected to the system propagators 1.15 (b).

The PT in MPO form consists of the brown box in figure 1.15 (b), and is shown with none

of the system propagators in (e). This object pertains to a specific environment, but as of

now knows nothing about the system. We call the legs that connect between the process

tensor MPOs (brown boxes), and the system propagators U (green circles) the system legs,

which are of dimension d2sys. The internal legs that connect the MPO tensors vertically

are the internal bond legs. Without any MPS compression they grow exponentially in

size, roughly at the scale of d2ksys where k is the number of legs from the bottom, and

plateauing at d2kmax
sys . As with the TEMPO algorithm, the SVD truncation makes this a

representable number, and typical bond dimensions for this thesis are between 50 and 200.

Nevertheless it is still significantly larger than the dimension of 4 for the system leg, so it

is clear that having a process tensor that can be repeatedly used is desirable for use with

multiple different systems. This is a significant advantage when considering a task such as

optimisation of the system parameters, since for an optimisation problem one will need to

12From this one can imagine how this would cause issues with an environment that is nearly Markovian,
as think of the time-step that is necessary to resolve something that is nearly a delta function
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Figure 1.16: The general process tensor. (a) Process tensor with a set of controls {A}.
PT denoted by dotted box. (b) The PT approximated using the first order Trotterisation,
and where the controls {A} are an interaction with a correlated ancilla. (c) Process tensor
in MPO form.

evaluate some cost function (such as fidelity between a final state and a target state) for

various different control parameters to maximise the cost function. To give an example,

the SLM based optimisation of an ensemble of quantum dots in reference [24] took 11

hours to complete on an Intel i7 processor using the PT-MPO, whereas the conventional

TEMPO algorithm would have taken over a month in this specific problem.

Process Tensor as a representation of a quantum stochastic process

So far we have described the PT in MPO form, shown in 1.15 (b). The process tensor is

an altogether more general idea. It is at heart a universal object that describes a quantum

process, the idea being that the description is based solely off the objects that one has

access to in an experimental setup. The generic process tensor is shown in figure 1.16. An

experimentalist has the ability to prepare an initial state ρi. At any time (at any time-

step), the experimentalist can choose to perform an intervention on the system, denoted

by {A}. The mathematical description of “an intervention” is to say that we can perform

any mathematical operation described by a completely positive (CP) map. A CP map
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could represent a projective measurement, the application of a unitary on the system,

or interaction with an ancilla system (shown in 1.16 (b)). The process tensor is entirely

agnostic to the way for which it can be obtained, and in principle could even be obtained by

tomography of an experimental setup [56]. We have provided the above description simply

as an example of how one could construct a process tensor, and proposing a structure that

yields an efficient representation. Without such preventative measures the process tensor

would scale exponentially with the degree of non-locality. If the process tensor and the

interventions act on a fixed basis the process tensor description reduces to a classical

stochastic process, and is intimately related to the definition of a quantum stochastic

process [22].

The process tensor is not a dynamical map in itself, but the dynamical map can be

constructed from it once the system interventions are specified. Since the process tensor

is described based on any intervention that can be implemented at any time-step, such

interventions can be to measure the multi-time correlations. For the duration of this thesis,

we will assume that the process tensor is in MPO form for clarity. This means we retain

the properties of the PT described in reference [8], and our analysis can in principle be

performed on any PT, for example that computed by tomography.

Nomeclature of TEMPO and TEMPO derived methods

Now that we have explained our methods, we will now establish some conventions of

TEMPO derived nomenclature. From now on when we refer to OQuPy, we refer to the

open-source Python package [57] containing a set of implementations simulating open

quantum systems using various different methods. We refer to “the TEMPO algorithm”

as the algorithm proposed by Strathearn et al. [52] where we do not contract the bath

influence functionals, and additionally, the SVD sweeps are performed horizontally (as

opposed to vertically as in PT-MPO). We refer to “TEMPO related/derived methods” as

any method derived from taking the ADT and using MPS methods to put the tensor in

MPO form.

The process tensor is where things start to get confusing, and a bit of clarity is required

as to what exactly is being referred to. We will generally refer to the process tensor as

the MPOs in diagram 1.15, for the reason that it is a better working definition for the

scope of this thesis. At the same time we acknowledge that the process tensor is generally

understood to include the system propagators, and only the system intervention slots are

left open [8, 22, 23], as denoted by the dotted box in Fig. 1.16. From now on we will

clearly state when we are referring to the general definition of the process tensor, rather

than just the object that is the MPOs from the contracted influence functions.
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1.2.7 Meaning of non-Markovianity

In section 1.1.1, we discuss what we casually refer to as the Markov approximation. More

precisely we outlined how the approximations of a the weak system-bath coupling (Born),

short bath correlation time (Markov), as well as the rotating wave approximation (secular)

leads to equations of motion that are time-local, and called them Markovian. We outlined

criteria for the validity of the Markov approximation, albeit somewhat crudely. Now we

come to possibly the most contentious point of this thesis, the meaning of the term “non-

Markovianity”. To a reader who is uninitiated in this debate, it would at first appear

that it is sufficient to say that a system is non-Markovian if it fails the criteria stipulated

in section 1.1.1. And we immediately would like to argue that this is ultimately what

is important, a non-Markovain environment boils down to something that violates the

Markovian criteria.

The issue arises when one attempts to obtain a metric of non-Markovianity, as generally,

we want some form of sensible measure of how far away one is from something that can be

described using a Lindblad equation – strongly implying a distance. The short answer is

there is no one such metric. The idea of what constitutes as non-Markovianity is a topic

of hot debate [9, 10, 34]. In particular, Ref. [34] builds a hierarchy of the implications of

the various measures. Here we instead discuss non-Markovianity from the context of the

process tensor. References [8, 22] argue that the introduction of the process tensor unifies

all previous ideas of non-Markovianity and measures of non-Markovianity.

1.2.8 Measures of non-Markovianity

Breuer Measure

One measure is that introduced by Breuer, Laine and Piilo [58, 59]. It is a measure that

is entirely derived from the dynamical map. This measure is based on the trace distance

D(ρ1, ρ2) =
1

2
Tr ∥ρ1 − ρ2∥, (1.74)

where ∥A∥ is the Hilbert-Schmidt norm ∥A∥ =
√
A†A. The key point being that the trace

distance is interpreted as the distinguishably of quantum states [58], which is related to the

information contained in those states. For a Markovian master equation with a Lindblad

dissipator it can be shown that the trace distance of states corresponding to any fixed pair

of initial states monotonically decreases as a function of time [58]. Reference [58] interprets

the decrease in distinguishibility of states as the loss of information to the environment

This provides a neat and intuitive interpretation of the degree of non-Markovianity as the

amount of increase in separation of states throughout the dynamics. Since the increase

in separation is dependent on the choice of initial states, the increase in separation is

calculated for all possible pairs of initial states on the Bloch sphere, and the measure is

the maximum increase of separation found for a particular pair of states. We write this
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Figure 1.17: Bond dimension as a function of MPO index for the PT of a super-Ohmic
spectral density.

measure as [58, 59]

N = max
ρ1,ρ2

∫
σ>0

σ(t : ρ1, ρ2)dt

σ(t : ρ1, ρ2) =
d

dt
Tr

[
∥ρ1(t) − ρ2(t)∥

2

]
. (1.75)

Since this measure is based on the dynamics of the reduced density matrix, it is de-

pendent on the choice of system Hamiltonian, and different Hamiltonians yield different

non-Markovianity measures. This is in contrast to the other measure of non-Markovianity

considered in this thesis which we discuss next.

Process Tensor as a measure of non-Markovianity

When introducing the process tensor formalism [8], Pollock et al. show in their accompa-

nying letter [22] how the process tensor leads to a definition of non-Markovianity that the

authors claim unifies all previously known measures of non-Markovianity.

The first step is writing the process tensor as a Choi state13, Λ. This is a non-trivial

task for the general case for which we will not go into detail (since we can avoid doing so

because we concern ourselves only with PTs that are written in the MPO form), but point

to section 5.1.2 as to how to do that for a single Liouville super-operator. The reason we

do this as the Choi state representation maps temporal correlations onto spatial ones [8].

Pollock et al. show how a Markov process is divisible, meaning that a Markovian Choi

13On notation: since this thesis leans heavily on the conventions described in Wood et al. [39], we will
stick with this convention where a Choi matrix is expressed by Λ, as opposed to Υ in Pollock et al. [22],
and the dynamical map is represented by E , as opposed to Λ.

32



matrix can be written as a tensor product of CPTP maps

ΛMarkov
k:0 = Ek:k−1 ⊗ . . . E2:1 ⊗ E1:0, (1.76)

where the subscript is the indices for the time-steps the map spans over. The non-

Markovianity measure N is given by

N = min
ΛMarkov
k:0

D
[
Λk:0∥ΛMarkov

k:0

]
. (1.77)

In words, this means that the non-Markovianity measure is a CP-contractive quasi-distance

D between the Choi matrix of a non-Markovian process and the closest Markov Choi

state [22]. Reference [22] then state that if the Choi state is in a matrix product state

then the meaningful measure is the size of the bond dimension of the MPS.

Here the “process tensor” refers to the object which includes the system propagators,

however one is free to perform the same analysis without the system propagators, i.e.

that of diagram 1.15 The way to go from the PT-MPO in the form of diagram 1.15 is

to contract the system propagators into the PT while leaving the system intervention

slots open, perform an SVD sweep, then read the bond dimensions. This leads to two

measures of non-Markovianity, the bond dimension prior the introduction of the system

propagators, shown in Fig. 1.17, and the bond dimension of the SVD including the system

propagators. We did not examine the latter case numerically, however we believe that

the quantity is going to be relatively similar to the former quantity. We suggest this

because the PT can be thought of an object that knows all possible trajectories taken

by a reduced density matrix for any given set of system propagators, and the numerical

difficulty in representing this object is related to the number of possible trajectories that

it can follow. Once the set of system propagators and interventions are specified, there

are no free legs left in the tensor-network so the entire tensor-network can be reduced to

a bond dimension of one (one possible trajectory). One can imagine how specifying the

system propagators without specifying the external interventions can reduce the number of

allowed trajectories, however there remains the issue that the PT still needs to account for

the fact the external interventions can still be anything, thus not simplifying the problem

significantly.

An issue with this measure of non-Markovianity is that the bond dimension in PT-MPO

is entirely dependent on the TEMPO convergence parameters. Shown in figure 1.17 is the

bond dimension for various control parameters, and one can clearly see that this measure

of non-Markovianity is dependent on the choice of parameters, which should not be the

case since the degree of non-Markovianity is an intrinsic property of the bath, not the

parameters. The second problem with this measure is that it claims that the degree of

non-Markovianity is a property of the environment, irrespective of the process. One can

imagine a case where we consider an environment that according to the bond dimension
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is non-Markovian, but we now construct a Hamiltonian where the reduced equation of

motion can be accurately described by a time-local equation of motion.

Comparing the two measures

The notable difference between the PT as a measure of non-Markovianity and the Breuer

measure is the PT measure is not a measure based on the dynamical map of the reduced

density matrix. The PT is based on an approach to represent a generic quantum stochastic

process, and therefore fully accounting for any experimentally detectable phenomena, not

just properties contained within the dynamical map.

So far we have not discussed the considerations for measuring a one-time probability versus

measuring multi-time correlations. It has been extensively argued that the dynamical map

does not encode all of the information necessary to observe anything that isn’t a “prepare-

evolve-measure” experiment, such as multi-time correlations [60]. Since the measure by

Breuer, Laine and Piilo is entirely based on the dynamics of the reduced density matrix, it

can fail to detect non-Markovian behaviour14. While this has been discussed thoroughly

in the literature (see ref. [34], and the references therein for further information), it is not

a discussion that is relevant to us, since in this thesis we only consider prepare-evolve-

measure type applications. Therefore we conclude that within the scope of this work

the Breuer measure is suitable for us. Ref. [22] explains how the PT as a measure of

non-Markovianity can encapsulate demonstrable memory effects that other measures fail

to account for. The PT also appears to excel as a method for comparing the degrees

of non-Markovianity between different systems. However neither of these benefits are

relevant in this thesis, since we only consider prepare-evolve-measure type experiments on

a single system. Additionally, we do not know a CP-contractive quasi-distance that is not

numerical parameter dependent as in Fig. 1.17.

In summary, we follow the conclusions in the introduction of [34] et al. and state that

there is no one such idea of non-Markovianity and it is context specific. They agree with

our initial assertion, that what is important is whether or not it is appropriate to to quote

“the evolution of an open quantum system can be said to be Markovian or non-Markovian

only when one has identified which of our conditions is relevant to the context of the work

in question”. We will use the measure by Breuer, Laine and Piilo to make claims about

our optimisation exploiting the information back-flow from the environment back to the

system, which can be seen as related to non-Markovianity. Ultimately this is a measure

of information flowing from the environment to the system which we will later show that

our optimiser is exploiting to improve the fidelity of state transfer.

14An example of such is given in Fig. 2 of the supplement of Ref. [22].
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1.3 Quantum Speed Limits

Here we take a slight diversion to learn about a fundamental part of quantum mechanics

that we will use to assist our understanding of the fundamental limits, the Quantum

Speed Limit (QSL). We follow the introduction of Ref. [61] and start by outlining the

modern interpretation of the Heisenberg uncertainty — or, a more appropriately named

indeterminacy principle — for recasting the energy time uncertainty bounds as an intrinsic

bound on a timescale. We then outline what are the practical results of this and describe

the generalisation to an open quantum system.

1.3.1 What is time in quantum mechanics

In non-relativistic quantum mechanics, time is generally not an observable as one is unable

to write it as a Hermitian operator. This poses an issue when we take a closer look at

Heisenberg’s uncertainty relation between energy and time.

Heisenberg’s uncertainty principle

Heisenberg’s uncertainty relation is the ubiquitously known statement that is at the fore-

front of our minds when we think about the abstract nature of quantum mechanics. Most

physicists first encounter it in their first quantum mechanics course in terms of the mo-

mentum and position operators. The uncertainty of momentum and position is given

by

∆x∆p ≥ ℏ
2
, (1.78)

where we have that the variance of an operator A is given by

∆A =
√
⟨A2⟩ − ⟨A⟩2 (1.79)

which under a standard textbook interpretation, says that the position and momentum

of a quantum particle cannot be simultaneously determined with infinite precision [61].

Formally, the uncertainty principle arises from invoking the Cauchy-Schwarz inequality

∆A∆B ≥ 1

2
|⟨[A,B]⟩|, (1.80)

and imposing canonical commutation relations,

[x, p] = iℏ. (1.81)

The correspondence principle holds as one can see that this uncertainty relation vanishes

as ℏ → 0. The second ubiquitous form of the uncertainty relationship is the energy-time

uncertainty,

∆E∆t ≳ ℏ. (1.82)
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This relationship is familiar to undergraduate physics and is used across many areas of

physics. This is despite the fact it has now become immediately clear that this cannot come

from canonical commutation relations, since, as stated earlier, time cannot be written as

an operator.

1.3.2 Finding the minimum time

The Mandelstam and Tamm bound

The Mandelstam and Tamm (MT) [62] bound solves this problem — in short- – by saying

that one should not think of an uncertainty relation, rather an intrinsic timescale for

quantum evolution. Starting from the Liouville equation for the time evolution of an

observable A,
∂A

∂t
=
i

ℏ
[H,A], (1.83)

and applying this to the Cauchy-Schwarz inequality, equation 1.80, yields

∆H∆A ≥ ℏ
2

∣∣∣∣〈∂A∂t
〉∣∣∣∣ (1.84)

We now choose to consider the case where we are interested in an observable A that is

a projector onto the initial state, ψi, so A = |ψi⟩⟨ψi|. Because of this, we can write the

variance of A as

∆A =
√
⟨A2⟩ − ⟨A⟩2 =

√
⟨A⟩ − ⟨A⟩2, (1.85)

and ⟨A⟩|ti = 1. Integrating equation 1.83 gives

1

ℏ
∆Ht ≥ π

2
− sin−1

√
⟨A⟩|t. (1.86)

We also choose to consider processes where the final state is orthogonal to the initial state,

as will be the case for the majority of this thesis. In this case, ⟨ψ(0)|ψ(tf )⟩ = 0. This

allows us to write the minimum time take for a quantum system to evolve between two

orthogonal states as

τQSL ≡ π

2

ℏ
∆H

. (1.87)

The Margolus and Levitin bound

Despite the fact that the following issue will not crop up in this thesis, while introducing

quantum speed limits, it would be prudent to note that ∆H can give a unreasonable

measure for the speed of a quantum evolution [61, 63]. The Mandelstam and Tamm bound

can be made arbitrarily small if the variance of the Hamiltonian can diverge while the

average energy is finite [61, 64]. The Margolus and Levitin (ML) bound is an alternative

derivation that does not suffer form this problem. The derivation starts by expanding the
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initial state |ψ0⟩ in the energy eigenbasis

|ψ(0)⟩ =
∑
n

cn|En⟩. (1.88)

The time evolved states according to the Schrödinger equation are

|ψ(t)⟩ =
∑
n

cn exp

[
−iEnt

ℏ

]
. (1.89)

We can now calculate the overlap between the initial and time-evolved states

S(t) ≡ ⟨ψ(0)|ψ(t)⟩ =
∑
n

|cn|2 exp

[
−iEnt

ℏ

]
. (1.90)

The quantum speed limit can be found by estimating the real part of S(t) using the

trigonometric inequality

cos(x) ≥ 1 − 2

π
(x+ sin(x)), (1.91)

which is true as long as ∀x ≥ 0, which applies here as long as we assume that the ground

state energy ⟨H⟩ is non-negative. We can now write

R(S) =
∑
n

|cn|2 cos

(
Ent

ℏ

)
≥
∑
n

|cn|2
[
1 − 2

π

(
Ent

ℏ
+ sin

[
Ent

ℏ

])]
R(S) ≥ 1 − 2

π

(
⟨H⟩t
ℏ

+ J(S)

)
.

(1.92)

Since we are considering the case where the initial and final states are orthogonal, S(tf ) =

0, and the real and imaginary parts vanish. By setting R(S) and I(S) to zero, we find

that

tf ≥ tQSL ≡ π

2

ℏ
⟨H⟩

. (1.93)

It has been shown by Levitin and Toffoli [65] that the unified bound is tight,

tQSL = max

{
π

2

ℏ
∆H

,
π

2

ℏ
⟨H⟩

}
, (1.94)

and we refer the reader to the literature [61, 65].

Non-Markovian speed limits

So far we have dealt with the case where we are considering the QSL between two orthog-

onal states evolving under a time-independent Hamiltonian. Here we outline the quantum

speed limit for a system under the influence of a non-Markovian environment. Our starting
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point will be a generic quantum master equation

ρ̇(t) = Lρ(t), (1.95)

where the time evolution of a state ρ is given by integrating a Liouvillian super-operator

L. In order to arrive at the QSL for an open system, rather than using the minimal

time approach, we will instead use the perspective of considering the maximal speed of a

quantum evolution.

Here, we will skip the rigour and present the ideas and the results, and refer the reader

to the literature [61] for further information. Our starting point is the following question:

what is the shortest path between two quantum states |ψ1⟩ and |ψ2⟩. Wootters [66] shows

this to be

ℓ(|ψ1⟩, |ψ2⟩) = cos−1[|⟨ψ1|ψ2⟩|]. (1.96)

and concludes that the shortest path connecting vectors in Hilbert space, which is the

angle between these vectors, is the geodesic under the Fisher-Rao metric. Now that we

have the shortest distance, the shortest speed is the rate of change of the distance. The

geometric quantum speed limit is therefore the upper bound of the speed,

v ≡ ℓ̇(|ψ(ti)⟩, |ψ(tf )⟩) ≤ vQSL, (1.97)

and the bound on the minimum time is the reciprocal of the average speed [67–70]

tQSL =
t∫ t

0 vQSLdt
. (1.98)

So far we have only considered pure states. For mixed states the appropriate distance

metric is the Bures angle [41, 71, 72],

B(ρ1, ρ2) = cos−1(
√
F(ρ∞, ρ∈)), (1.99)

where we also define the quantum fidelity

F(ρ1, ρ2) =

(
Tr

[√√
ρ1ρ2

√
ρ1

])
(1.100)

which, despite first appearance, is invariant under the exchange of ρ1 and ρ2. Here we state

that in this thesis we deviate from the standard convention of naming the Bures distance

of “L”, as we use this symbol to denote the Liouvillian super-operator. The Bures angle is

the Fisher-Rao distance maximised over all possible purifications [61]. From these starting

points Taddei et al. [73] obtain a metric inspired by differential geometry by considering

the quantum Fisher information. Del Campo et al. apply the Cauchy-Schwarz inequality

to derive a ML type bound for a non-Markovian quantum channel.
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We will focus on the result of Deffner and Lutz [74], who derive a MT and an ML type

bound for non-Markovian systems using a geometric approach and the von Neumann trace

equality to obtain an ML type bound, and the Cauchy-Schwarz inequality to obtain a MT

type bound. The maximal quantum speed is given by

vQSL =
∥Lρ(t)∥•

2 cos(B) sin(B)
, (1.101)

and the minimum time required to evolve between two states

tQSL ≡ TD =
(sin[B(ρi, ρf )])2

1
t

∫ t
0 dτ∥Lρ(τ)∥•

, (1.102)

where ∥A∥• corresponds to either the Hilbert-Schmidt15 norm, ∥A∥hs, the trace norm16

∥A∥tr, or finally the the operator norm17, ∥A∥op, norm, In the case of unitary dynamics

between pure states, equation 1.102 reduces to the MT bound (Eq. 1.87) when one uses

the Hilbert-Schmidt norm, and the ML bound (Eq. 1.93) when one uses the trace norm,

as ∥H(t)ρ(t)∥tr = Tr[|H(t)ρ(t)] = ⟨H(t)⟩ if the instantaneous eigenvalues of H(t) are all

positive [74]. We can go further and say that the operator norm is smaller than the trace

norm (which is obvious from the definition), and the trace norm is always smaller than

the Hilbert-Schmidt norm. Therefore, we find that the operator norm yields the sharpest

bound of the problem. There are other bounds as well, such as that of Pires at al. [75]

which involves constructing an infinite family of bounds. This, however, comes with the

issue that the properties of the QSLs strongly depend on the choice of distance and the

task of finding a distance that yields a tight bound is unresolved [76]. These bounds also

suffer from the issue that the quantum speed limit is defined based on the trajectory of

the dynamics, ∼
∫

(∥ ˙ρ(t)dt∥•). The bounds by Sun et al. [77], Del Campo et al. [78] have

been shown to be looser than equation 1.102 [79] .

Deffner and Lutz show by example that this bound is both tight, and achievable, however

this is not always true [75, 76, 80, 81]. Campaioli et al. [76, 79] provide bounds that have

been shown to be tighter than equation 1.102. They argue that the looseness of Eq. 1.102

is due to the Bures angle not selecting the geodesic correctly [76]. The bound by Campaioli

et al. is instead expressed in terms of the generalised Bloch vector [82]. Ref. [79] gives the

generalised Bloch vector for general systems, but for two level systems it reduces to the

usual Bloch vector r = rxσx + ryσy + rzσz. The QSL between the initial Bloch vector ri

15The Hilbert-Schmidt norm, which for finite dimensional Hilbert space is identical to the Frobenius
norm, is given by the square root of the sum of the squares of the singular values.

∥A∥hs =
√∑

i

σ2
i =

√
Tr[A†A],

where σi are the singular values of A [74]
16The trace norm for a Hermitian operator is the sum of the singular values, ∥A∥tr =

∑
i σi

17The operator norm for a Hermitian operator is the largest singular value, ∥A∥op = σ1
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and rf is

tQSL ≡ TC =
∥ri − rf∥

1
t

∫ t
0 dτ∥Lρ(τ)∥hs

. (1.103)

We will later compare τD and τC in our system of interest.

1.4 Physical Models

So far we have described a general framework for simulating open quantum systems. For

the sake of readability we have so far restricted ourselves to a bath of bosonic operators, but

this need not be the case. For Markovian systems, equations of motion have been derived

for fermionic and multiple environments [83]. As previously discussed, our methods that

use the process tensor are agnostic to how the process tensor is actually obtained, all we

have assumed is that it can be efficiently represented in an MPO form. PT-MPOs can

be derived for fermionic environments [84], multiple environments [85, 86], and chains of

open quantum systems [87].

Therefore, since this thesis is based on simulations using the OQuPy package, we can safely

say these results can be reproduced with most quantum systems of interest.

1.4.1 Specifying the environment

As described in the introduction, we construct the process tensors by contracting the envi-

ronment influence functionals. The influence functionals are constructed from integrating

the environment autocorrelation functions 1.61

C(t) =
1

π

∫ ω

0
dωJ(ω)

[
coth

(
βω

2

)
cos(ωt) − i sin(ωt)

]
.

Here the only thing we need to specify is an inverse temperature β and an environment

spectral density

J(ω) =
∑
q

|gq|2 δ (ω − ωq) .

Since we are interested in performing quantum operations, for simplicity we have targeted

physical systems that can be treated as two-level systems. It should be mentioned that

all of our methods scale exponentially with the size of the system Hilbert space.

1.4.2 Semiconductor quantum dots

The system we consider in this thesis a semiconductor quantum dot (QD). Here we con-

sider semiconductor QDs that are zero-dimensional hetrostructures, so they are nanoscale

islands of a semiconductor on a different substrate. These QDs are nanoscale in all three

directions, and formed of a material that has a lower band gap than the substrate. The

QD can be thought of as a finite three dimensional quantum well. Instead of the energy
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levels of the QD forming bands such as that seen in the substrate, we instead observe

discrete energy levels.

Here we consider InGaAs quantum dots in a GaAs matrix. The highest quality dots are

grown by molecular beam epitaxy, depositing the QD one layer at a time [32]. These dots

are controlled by optical excitation which produces an exciton within the QD. Excitons

also form in bulk semiconductors, however usually their lifetimes are shorter as their

binding energies are low and they disassociate thermally [88]. In InGaAs, the potential

well of the dot is typically 100-300 meV deep for the electron and 30-100 meV deep for the

hole [32], so the exciton is spatially bound by the potential well more so than by Coulomb

attraction. The statistical nature of the manufacturing process means that each dot will

vary in shape, size, composition, and accordingly, optical properties. Therefore when

making an ensemble of quantum dots, the optical properties will most likely be different.

There are various experimental techniques to isolate quantum dots, such as apertures,

masks and lenses [89], or making the dot density lower18. Because the energy levels are

somewhat tunable [91], QDs have been found to be very useful for many applications such

as quantum dot lasers [92], single photon sources [93–95] and qubit registrars [96–99].

Under the correct experimental conditions, that is a laser with a narrow spectral width

relative to the energy separation with neighbouring transitions, the QD can be controlled

such that it can be approximated as a two level system [32, 91, 100, 101]. Ramsay et

al. [102] show how the dominant form of dephasing for an optically excited exciton is

acoustic phonons, and outline a suitable spectral density. The spectral density for this

model takes the form [103] (ℏ included for consistency with literature)

J(ω) =
ℏA
πkB

ω3 exp

[
−ω

2

ω2
c

]
. (1.104)

This is a super-Ohmic spectral density with a coupling constant strength 2α = ℏA
πkB

.

The fact that it is super-Ohmic arises because the phonons can be approximated using

a linear dispersion relation in a three dimensional bulk semiconductor (see Ref. [104] for

further details). The Gaussian form of the high frequency cut-off arises from the spatial

confinement of the electron and hole in the QD [32, 104]. References [103, 105] give

experimentally fitted values for parameters to give a spectral density that is representative

of a QD. Reference [37] derives a Lindblad equation for a QD.

18See references [32, 89, 90] for a review on the optical structure of QDs.
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Chapter 2

Gradients using process tensors

Here we detail how the PT in MPO form leads to an efficient method to obtain the gradient

of an objective function for optimal control.

2.1 Introduction to optimal control

It is a fundamental desire to know how to proceed when presented with a range of options

to achieve a certain goal. Humans have always attempted to apply intuition to identify

the optimal method for solving a problem. Thus optimal control is a field of mathematics

that humans are intimately familiar with on a day to day basis. It sees widespread use

throughout engineering ans science, seeking to identify the best solution to achieve a

problem. Here we briefly outline the framework of optimal control and state how it can

be significantly aided by including the gradient.

In order to understand optimal control, we ask what are we trying to achieve. All choices

have a fundamental goal in mind, such as driving a car from coordinates a to coordi-

nates b, designing the shape of antennas to receive a radio signal, or identifying control

sequences for quantum operations. With each question, we can also ask “how well have

we achieved our goal”? In the case of driving between coordinates, two questions that

could be answered are have we arrived at our intended coordinates, and if so, how long

did it take to get there. Both of these answers introduce a function of merit, or objective

function. One such objective function for the former is the distance between our final

coordinates and target coordinates, the latter being the time taken to get from our initial

to final coordinates. We also introduce the control parameters. Numerical optimisation

varies the control parameters seeking to extremise some objective function F .

2.1.1 Extremising an objective function

There are various different categories of numerical optimisation. We will make this intro-

duction brief and restricted to the cases that we are interested in for this thesis, and refer
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Figure 2.1: Super-Ohmic spectral density used for the results in this chapter 2.4.

the reader to the many suitable textbooks [106] for further information.

To start off, we give a definition of optimisation as minimising or maximising some function

of merit or objective function F . It is assumed that we have control over some set of

control parameters {ca}, such that F (c1, c2 . . . cN ), and we say that this problem is an N

dimensional optimisation problem. Often, an optimisation is subject to some constraints,

which are scalar functions of the control parameters {ca} that define certain equalities or

inequalities that the control parameters must satisfy. In this case, the problem is now cast

as

min[F (c1, c2 . . . cN )] subject to: x(ca) = 0 (2.1)

y(ca) ≤ 0 (2.2)

where x and y are some constraint functions. In our case there will be bounds on the

range of allowed parameters {ca}. The next goal is to classify the extrema obtained

by our optimisation. As in elementary calculus, we classify them as local extrema or

global extrema. In the absence of knowing the analytical fitness function or particular

information about the form of the fitness function, it is not possible to know if we have

found the global extreme points. Optimisation can be categorised as local optimisation:

a procedure that finds the nearest optimal solution where the gradient is zero and then

terminates, as opposed to a global optimisation which will search for many local minima

across a wide variety of control parameters and attempt to find the global minimum.

2.2 Physical Model

In this chapter and the following chapter we consider an spin-boson model which is mod-

elled by

H = HS(t) +

∞∑
q

ωqb
†
qbq + Sz

∞∑
q

(
gqb
†
q + g∗qbq

)
, (2.3)
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As described in the introduction, this describes a two level system with pseudo-spin op-

erators S•. For these two chapters we choose a particular model which is representative

of the phonon decoherence in an InGaAs quantum dot, with the super-Ohmic spectral

density [37, 103, 105]

J(ω) = 2α
ω3

ω2
c

exp

[
−ω

2

ω2
c

]
, (2.4)

with a high frequency cut-off ωc = 3.04 and a dimensionless coupling constant of α = 0.126.

We choose the coupling between the system and the environment to be along Sz.

2.2.1 Parametrising the system Hamiltonian

Our general parametrisation for a time-dependent system Hamiltonian is

HS(t) = hx(t)Sx + hy(t)Sy + hz(t)Sz, (2.5)

where h• are the controls. Since we work with discretised time, we treat the controls as

piecewise constant over whole time steps. To denote when dealing with discrete time we

will instead express H(tn) where tn = n∆t. For this chapter we will focus on controlling

hx and hz while setting hy to zero. This is in analogy to an optical transition of a

quantum dot driven by a laser pulse, in which case hz and hx are the detuning and Rabi

frequency respectively. In this case our control parameters ca are hx(t1), hx(t2) . . . hx(tNt)

and hz(t1), hz(t2) . . . hz(tNt). This gives N = 2Nt control parameters.

2.2.2 State transfer

In this chapter we we restrict ourselves to state transfer. State transfer means that we

assume that we know precisely what are initial state is, and that our goal is to seek control

parameters that will steer us to our target state. We assume (though this need not be

the case) that the initial state is a pure state, |ψi⟩, with its associated density matrix

ρi = |ψi⟩⟨ψi| The goal is to find protocols that will steer the dot from a given initial state,

ρi, to a desired target state ρt. Next we define the objective function F . One suitable

objective function is the quantum fidelity [35]

F (ρf , ρt) = F(ρf , ρt) =
(

Tr
√√

ρfρt
√
ρf

)2
. (2.6)

An optimal protocol is found by numerically maximizing F over N control parameters

which determine the system propagators at each discrete time step. Such numerical opti-

mization becomes significantly faster if one can efficiently calculate the gradient of F with

respect to the N -dimensional vector of control parameters, ∇F . A naive calculation of ∇F
requires of order 2N evaluations of F , strongly limiting the size of problems that can be

treated. Such gradients can however be efficiently obtained using the adjoint method [21],

which has been applied to unitary or Markovian dynamics [20, 107].
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2.3 Adjoint Method in PT-MPO

In order to obtain an efficient representation of the gradient we explain how we can exploit

the fact that the PT in MPO form is a multi-linear map to obtain the gradient with respect

to all control parameters. We will introduce the algorithm using a simplification where

we state that instead of considering some arbitrary target density matrix ρt, we instead

consider a pure target state |ψσ⟩, and defer a description to how this can be generalised to

the fidelity with respect to any target density matrix until later. The reason this simplifies

the problem is because if the target state is a pure state the fidelity between a final density

matrix ρf and a target density matrix σ = |ψσ⟩⟨ψσ| is now

F(ρf , σ) = Tr[ρfσ] = ⟨ψσ|ρf |ψσ⟩ . (2.7)

The interesting thing is when we vectorise the density matrix into Liouville space, per-

forming the trace in equation 2.7 in index notation is F = (σT )iρif . The key point being

that we can compute the fidelity by taking the final state computed by contracting the

process tensor, and contract that object with the transposed target state to obtain the

fidelity. The network for the fidelity (a scalar with zero free legs) is shown in Fig. 2.2 (a).

Our goal is to calculate the derivative of the fidelity with respect to some control parameter,

i.e. ∂F
∂ca

for every ca, ∇F . In order to obtain an efficient method for doing this, we use

the chain rule to split this derivative into the derivative of the fidelity with respect to the

rank two system propagator U ij ,

∂F
∂ca

=
∑
n

∂F
∂U ijn

∂U ijn
∂ca

, (2.8)

where n labels the nth time-step system propagator. We can simplify this equation

based on the parametrisation of the system Hamiltonian we have just defined. Because

h•(t1), h•(t2) . . . h•(tNt) are our control parameters, each control parameter only affects a

single system propagator, so ∂Un
∂h•(tk)

is only non-zero for n = k, and we can drop the sum

over n in Eq. 2.8. Eq. 2.8 now reads

∂F
∂ca

=
∂F
∂U ijk

∂U ijk
∂ca

. (2.9)

We have now recast this calculation in terms of two terms. The first term ∂U ij

∂ca
, is just

the derivative of a (d2sys, d
2
sys) matrix with respect to a scalar, so can be obtained via finite

differences, or alternatively an automatic differentiation routine. Secondly ∂F
∂U ij which we

get from the process tensor. The easiest way to introduce this is to recall the calculation

of the time evolution from the initial state to the final state, shown in Fig. 2.2 (a), shown

with an example of a PT with four time-steps. Here we note these diagrams are drawn for

a first order Trotter splitting and we defer an explanation of the considerations required
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Figure 2.2: Illustration of the forward propagation calculation for a process tensor with
four time steps. The left-hand diagram is the scalar product of the time-evolved state with
the derivative of the objective function with respect to that state (top purple circle). In
forward propagation the initial state is evolved forwards in time, to successively compute
the diagrams shown in panels (b–e). To compute the gradient these tensors are stored.

for a second order Trotter splitting to the appendix. The algorithm is easiest understood

by stating the desired result. Due to the property that the PT is a multilinear map from

the initial state to the target state (and thus the fidelity), ∂F
∂Un

is just the network for

the fidelity (diagram 2.2 (a)) except with the nth system propagator removed from the

diagram. This leaves two system legs open giving a (d2sys, d
2
sys) matrix, as expected. Since

we are trying to obtain the derivative with respect to every control parameter and due to

the parametrisation in Eq. 2.5, we must obtain the derivative of the fidelity with respect

to every system propagator.

The trick to obtain all of the derivatives efficiently is to perform a “forward propagation”

forwards in time starting from the initial state, followed by a propagation backwards

in time starting from the transposed target state, while storing the required intermediate

states. Stitching these intermediate states together will obtain the derivatives with respect

to all system propagators Un. In detail, we start from the initial state (Fig. 2.2 (b)) and

propagate forward in time, while storing the rank two tensors (Figs. 2.2 (c–e), and the

first step is an exception since it is a rank one tensor (b)) at the appropriate time-steps

(indicated in the full diagram 2.2 (a)). Here we note that the crucial difference between

this method and the adjoint method for Markovian or unitary dynamics is that instead of

propagating the initial state, we are propagating rank two tensors, one leg being the state

leg of dimension d2sys which will connect to the system propagators, and the internal leg

which connects to the next MPO. This internal bond leg harbours all the information about

the system environment interaction history and allows us to obtain the non-Markovian

dynamics.

The back-propagation involves much the same steps, except this time starting with the

transposed target state and propagating the rank two tensor backwards, while storing at

the appropriate intervals (Figs. 2.3 (b–e)). In order to obtain the (d2sys, d
2
sys) tensors ∂F

∂Un
,
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Figure 2.3: Illustration of the back propagation calculation for a process tensor with four
time steps. The left-hand diagram is the scalar product of the time-evolved state with
the derivative of the objective function with respect to that state (top purple circle). In
back propagation this tensor is evolved backwards in time, to successively compute the
diagrams shown in panels (b–e). The gradient is obtained by combining these tensors with
those stored during the forward propagation.

(a) (e)(b) (c) (d)

+ + +

Figure 2.4: Diagrammatic representation of the derivative of an objective function with
respect to a control parameter, Eq. (2.10). (a) is the contribution involving the propagator
over the first time step, U1, and (b–d) the contributions from subsequent steps. The yellow
circle in each panel is the derivative of the propagator over that time step with respect
to the control parameter. The purple circle at the top of each panel is the derivative of
the objective function with respect to the final state. (e) shows how (a) is constructed
by joining legs (contracting indices) among tensors corresponding to the factors in Eq.
(2.10).
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we combine the saved forward propagated states and back propagated states. The first

forward-propagated state (Fig. 2.2 (b)) is then combined with the last back-propagated

state (Fig. 2.3 (e)) to give Fig. 2.4 (a). Next the second forward-propagated state is

combined with the second last propagated state to give Fig. 2.4 (b), and so on. In this

way we have discovered Nt rank two tensors which are the fidelity diagram with a single

system propagator removed, which is what we set out to achieve. Finally the fidelity is

obtained by combining the two terms in the chain rule, Eq. 2.9. Diagrammatically this is

done by inserting ∂U ij
n

∂ca
into the diagram at times n (shown as the yellow circle in Fig 2.4).

This reduces to the scalar fidelity.

The advantage of this method is it obtains the full gradient ∇F , for minimal extra effort

relative to computing the objective function in the first place. This is because, the forward-

propagation is already required in order to compute the fidelity in the first place. Storing

the tensors at the intervals simply increases the amount of memory that is required for

this calculation. The back-propagation is an additional requirement, which is equally diffi-

cult as the forward-propagation. Stitching the forward-propagation and back-propagation

together involves summing over a single internal bond leg. Since this must be performed

for each time-step, as well as adding in ∂U ij
n

∂ca
, this amounts to computational time that is

roughly equivalent to a single propagation. As a result, we can obtain both the fidelity

and the gradient with respect to the control parameters with a computational cost that is

equivalent to performing three forward-propagations, irrespective of the number of control

parameters. This is not significantly advantageous if you only have a couple of parame-

ters, however in the parametrisation we have described, we have 2Nt control parameters,

which practically speaking will mean anywhere between 100–300 control parameters. Per-

forming three propagations to obtain the ∇F is clearly advantageous to performing finite

differencing, which requires 2N propagations.

2.3.1 General objective function F

Now that we have detailed the algorithm in the special case where the target density

matrix ρt = σ is a pure state, we outline the considerations for the general case. We can

consider any objective function F (ρf ) that depends on the final state. One such example

is the fidelity,

F(ρf ) =
(

Tr
√√

ρfσ
√
ρf

)2
.

We also consider the case where a control parameter affects multiple system propagator.

The chain rule step now reads

∂F

∂ca
=
∑
n

d2HS∑
i,j,k

∂F

∂ρif

∂ρif

∂U jkn

∂U jkn
∂ca

. (2.10)
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We have re-added the sum over the system propagator time-steps, and see that instead

of back-propagating the transposed target state we instead back-propagate the rank one

tensor (in Liouville space) ∂F
∂ρif

. Provided that ∂F
∂ρif

is not overtly challenging to calculate,

this will not have a significant impact on the numerical cost of the algorithm. This is

because all of the additional steps apply to (d2sys, d
2
sys) which are cheap relative to steps

that involve summing over the bond index. We further note that here we have drawn

the diagrams for a the first order Trotter splitting for ease of understanding. There are

additional considerations that need to be accounted for which are detailed in the appendix.

2.4 Optimisation Results

We perform optimisation of state transfer with an initial state

ρi = |↓⟩⟨↓| . (2.11)

We choose

σ = |↑⟩⟨↑| , (2.12)

and perform optimisation for a process time of 5 ps. We choose an initial guess of a

constant pulse of area π conjugate to Sx,

HS(t) =
π

5
Sx ps−1 (2.13)

which would perform state transfer perfectly for unitary dynamics. We seek optimal

control parameters hx(t) and hz(t) using the BFGS algorithm, without any constraints or

bounds on the allowed protocol. The numerical parameters used for the optimisation were

∆t = 0.05, ∆kmax = 60 and an SVD cut-off of 10−7 for calculations of baths at 1K and

5K, and ∆t = 0.025, ∆kmax = 120, SVD cut-off 10−7 for the 20K calculation. This is a

local optimisation algorithm, however we anticipate that the optimiser will not get stuck

on local minima, since high dimensional (200 and 400 control parameters respectively)

fitness function landscapes do not contain local minima, but rather at saddle points [108].

The optimal procedure are shown in Figs. 2.5–2.7 for an environment temperature of

1,5,20K respectively. The broad trend is the pulse intensity that the optimiser deems

necessary to mitigate against decoherence increases significantly as we go to higher tem-

perature.

There are two issues with this. The first issue is that achieving high fidelity state transfer

by applying high intensity and short duration pulses is not a particularly interesting solu-

tion. This can be seen by comparing the pulse intensity to the spectral density. A narrow

and intense pulse drives the dot in a region of the spectral density where there is almost

no coupling between the system and the environment. The system is effectively being

driven faster than the bath can react, and undergoes very little decoherence. It should
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1Figure 2.5: Optimal protocol (left) and dynamics (right) for an unconstrained optimisa-
tion of state transfer from |↓⟩ to |↑⟩ for a super-Ohmic spectral density at 1K. The optimal
control protocol is shown using a solid lines in the left plot with the initial guess shown
using dashed lines.
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tion of state transfer from |↓⟩ to |↑⟩ for a super-Ohmic spectral density at 5K. The optimal
control protocol is shown using a solid lines in the left plot with the initial guess shown
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sation of state transfer from |↓⟩ to |↑⟩ for a super-Ohmic spectral density at 20K. The
optimal control protocol is shown using a solid lines in the left plot with the initial guess
shown using dashed lines.

be noted that the initial state and target state are both decoherence free subspaces in the

absence of any driving Hamiltonian. One way of viewing this process, particularly in the

20K case, is that the optimiser is keeping the state close to the decoherence free subspace,

and using small adjustments while “teeing it up” for the large pulse that hits it from spin

down to spin up, then dealing with any residual non-Markovian effects before the final

measurement. While it is nice to see that our optimiser is indeed doing its job correctly

and identifying high fidelity methods for performing state transfer, we would like to see

if the optimiser can address the highly non-trivial aspects associated with having non-

Markovian dynamics, namely information backflow. Instead the optimiser has effectively

identified a “cheat” solution.

The second issue is a practical issue, as it pushes us into parameter regimes where we

violate approximations used in deriving our model. An example of a violation is the

assumption that the quantum dot can be modelled as a two level system, since we have

assumed that the pulse intensity will not access higher energy states such as the biexciton

state. This is not an issue if one recasts the physical interpretation as being a paradigmatic

tool to showcase what can be done using optimisation in non-Markovian systems, however

adopting this approach diminishes the physical relevance of this results.

In order to mitigate the issue we impose bounds on the allowed pulse intensity. Imposing

bounds results in a whole range of additional considerations and opens up a plethora of

interesting physical interpretations, which are the subject of the next chapter.
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Chapter 3

Optimising performance of open

quantum systems

In the introduction we introduced the quantum speed limit (QSL): a bound on the shortest

possible time to evolve between an initial state ρi and a final state ρf . In this chapter,

we discuss the case where one wishes to engineer a system Hamiltonian that will steer

our system from ρi to a target state σ, and ask the same question: what is the shortest

time in which it is possible to do so. This task will, in general, necessitate dealing with

the influence of noise – that is possibly non-Markovian – on the trajectory of our system.

From the opening two sentences in this chapter, one would expect the answer to be related

to the QSL. And indeed, in a closed system, the QSL does in fact give us the answer: it

is simply a singular time: tQSL, which is the shortest possible time to evolve between ρi

and σ. This is not the case when one introduces the influence of a bath, as in general, one

cannot identify a Hamiltonian that maps ρi to σ with perfect accuracy. In this chapter

we show that when considering an open system instead of considering a singular time,

tQSL, one must instead look at a trade-off between speed and fidelity. The reason is that

one cannot perfectly perform an operation in a dissipative regime, meaning that we must

consider the fidelity as well as the speed associated with an operation. Furthermore, we

find that that these two attributes can compete. We use optimal control to identify control

protocols that will steer our initial state to the target state with as high of a fidelity as

possible. We will see how in a Markov case the best one can do is operate at tQSL for the

corresponding closed system, whereas the optimiser is able to exploit the non-Markovian

bath to prevent information loss to the environment and even recover it.

3.1 Background

The model we will work with is the same as that described in section 2.2, a two level

system coupled to an environment with a super-Ohmic spectral density (SD), resembling
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acoustic phonons in an InGaAs quantum dot. We chose a definite initial state, ρi and

attempt to drive our system to a desired target state σ = |ψσ⟩⟨ψσ|, where we assume both

states are pure states. Since for the contents of this chapter, our target state will be a

pure state, we can assume the function of merit, the fidelity, is given by

F(ρf , σ) = ⟨ψσ|ρf |ψσ⟩ , (3.1)

as in section 2.2. Again we emphasise that as explained in section 2.3, this is not a

requirement and the methods required for mixed state target states are described in that

section. The goal of this section is to identify the fastest speed that state transfer can

be performed at. As observed in the results presented in section 2.4, one can generally

find protocols that will drive the system to the desired target state with a relatively high

accuracy.

As we discuss in the summary of the results in section 2.4, the means for achieving high

fidelity state transfer is to drive the quantum dot with a increasingly larger field strength

for shorter times. While this demonstrates the power of optimal control, it is a deceptively

easy problem as one is accessing a part of the spectral density with very little coupling

between the system and the bath, which itself minimises decoherence. It is also not useful,

as one needs increasingly large laser pulses which will input an unacceptable amount of

energy into a quantum dot.

Most physical systems have constraints on the controls that are possible. In the next

chapter we will briefly deal with the case of a quantum dot driven by an electromagnetic

field shaped by a spatial light modulator (SLM). This has the obvious advantage of being

a direct implementation of how an experimentalist would parametrise an optimal control

experiment, thus ensuring that all protocols that were found by the optimiser resulted in

control sequences that are physical, and furthermore can be realistically generated by an

experimentalist.

A disadvantage of that approach is that it may make it more difficult to identify those lim-

itations which are fundamental, rather than representing a particular experimental set up.

In addition, constraining the optimisation in this way may introduce local minima, making

it more difficult to solve numerically and necessitating global optimisation procedures.

For these reasons, we will parametrise our two level system as in the previous chapter.

Our Hamiltonian is

HS = hx(t)Sx + hz(t)Sz, (3.2)

where h•(t) are the controls, which we treat as piecewise constant over the time-steps

∆t. We denote each individual parameter in discrete time as h•(tn) where tn = n∆t.

As before this means that our solutions can be as smooth as our time-step allows, and

we do not have to deal with the possibility of the optimiser getting stuck because of

some non-trivial non-linear mapping between the control parameter(s) and the physical
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fields that they generate. We choose to parametrise the control field with the a large

number of control points possible as we are fortunate enough to have access to a means of

computing the gradient with respect to all parameters that does not increase in difficulty

with an increasing number of optimisation parameters. Therefore, it will actually be

beneficial to optimise over the maximal amount of control parameters as high dimensional

spaces typically have saddle points rather than local minima [108], reducing the need for

global optimisation, and increasing the probability that the fidelities associated with the

minima we obtain are close to the global optimum. This will enable us to use optimal

control to investigate the performance limits of quantum operations with non-Markovian

decoherence.

3.2 Performance vs Fidelity

In order to prevent the arbitrarily fast dynamics the simplest solution is to introduce

bounds on the control field strength.

Introducing Bounds

In the following, we will consider the case where we set bounds on the maximum allowed

control field strength |h•| ≤ hmax
• ; we allow hmax

z and hmax
x to be different. We start this

section by showing the key point of this thesis by considering a specific set of results for

given parameters. For the duration of this section we choose to start from an initial state

ρi = |x−⟩⟨x−| and a target state σ = |x+⟩⟨x+|, and we set the bound |hx| ≤ 5 ps−1 and

|hz| ≤ 1 ps−1. We start by considering the case of a closed system, and we show how the

bounds give rise to a physical realisation of the QSL in a closed system. We then show

how one can use optimal control to find protocols at each time-step that will maximise the

fidelity for a given protocol duration. We then discuss the performance-fidelity trade-off

and the nature of the dynamics.

3.2.1 Hamiltonian dynamics

The neat aspect about considering state transfer in the unitary case is that one can identify

the solution by hand. We seek a (possibly time dependent) unitary U(t) that satisfies

|x+⟩ = U(t)|x−⟩. (3.3)

Allowing driving along two fields conjugate to Sx and Sz as in Eq. 3.2, any form of hx

and hz satisfying

T
←

exp

(
−i
∫ tf

ti

dτH(τ)

)
=

[
1 0

0 −1

]
(3.4)

will succeed.

As we are looking to evolve from ρi to σ in the shortest possible time, we wish to follow
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Figure 3.1: Infidelity, 1 − F at the final time tf of a closed Hamiltonian, Eq. 3.11, a π
pulse. The vertical dotted line is tQSL = π

the geodesic on the Bloch sphere. Since unitary dynamics does not allow one to leave

the surface of the Bloch sphere, the geodesic is a great circle on the Bloch sphere. Since

our Hamiltonian only has terms conjugate to Sz and Sx, the simplest great circle is the

equator, which is followed by just applying a field conjugate to Sz. So, we will look at

optimising the case where only hz is non-zero. Now we find that

exp

(
−i
∫ tf

ti

dτhz(τ)Sz

)
=

[
1 0

0 −1

]
, (3.5)

which is true when ∫
dτhz(τ) = πn for n odd. (3.6)

For the duration of this chapter, we set the initial time ti to be zero so tf is equal to the

process duration. In the absence of bounds any h(t), any form where the area is π will

drive the state form the initial state to the final state.

Now we introduce the bounds on our control parameters. This brings us to the key point,

that as a result of imposing a bound on the maximum allowed driving strength, we also

set a time, t̃ such that one cannot perfectly perform state transfer as it is not possible

to get a pulse of area π with in that time. To find t̃ we saturate the bound and find the

shortest time that will yield area π. Since our bound is constant, hz(t) = hmax
z , and the

Hamiltonian that saturates the bound will also be time-independent, which is explicitly

given by

H = hmax
z Sz, (3.7)

where hmax
z is the bound on hz. This leaves us with the shortest time possible to implement

a π pulse, t̃ being ∫ t̃

0
dτ
hmax
z

π
, (3.8)
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t̃ =
π

hmax
z

. (3.9)

For times longer than t̃ a simple protocol that will achieve state transfer perfectly is

H =
π

tf
Sz, (3.10)

and for times shorter than t̃, the best one can do is to set the driving to the maximum

allowed by the bounds, hmax
z for the duration of the pulse. Accordingly, we choose the

optimal Hamiltonian for the closed system to be

H =

hmax
z Sz tf <

π
hmax
z

π
tf
Sz tf ≥ π

hmax
z

. (3.11)

Figure 3.1 shows the fidelity using the Hamiltonian Eq. 3.11 plotted for various process

durations, tf . In Figure 3.1, we can see the boundary between perfect and imperfect is

separated by t̃ = π ps, (hmax
z = 1 ps−1). We now consider the relationship between t̃ and

tQSL.

Relation with the Quantum Speed Limit

Since in this case we have a time-independent Hamiltonian generating unitary dynamics,

we can use the Mandelstam-Tamm (MT) bound, Eq. 1.87. The variance of our Hamil-

tonian for an initial state of |x+⟩ is hz
2 , so setting our maximum allowed driving to the

bound, we find

tQSL =
π

hmax
z

. (3.12)

Here we see that the minimum process duration, t̃, to drive our system from the initial

state to the target state is exactly equal to tQSL. The time-independent protocol we

reasoned Eq. 3.11, saturates the QSL bound. This fact is known [109, 110].

The MT and Margolus-Levitin QSL, as described in sec. 1.3, set a bound on the minimum

time required to evolve between an initial state and an orthogonal state. Equivalently,

these bounds can be seen as a limit on the maximum speed of evolution of a state. One

difficulty with quantum speed limits is they do not provide information on how to saturate

them. Worse still, the bounds themselves are dependent on the Hamiltonian so one arrives

in the Sisyphean situation where changing the Hamiltonian to perform the operation faster

can simultaneously shorten the QSL accordingly, leaving the ratio of the QSL to protocol

duration unchanged.

In this section, we have argued that the quantum speed limit coincides with the fastest

time in which state transfer can be achieved in the presence of certain bounds on the

driving strength. We have imposed bounds to prevent the possibility that the operation

can be performed arbitrarily fast by using arbitrarily large driving Hamiltonians. However
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Figure 3.2: Infidelity for the constant π pulse protocol (orange/solid) computed in the
open system. The vertical dashed line is tQSL

such bounds are directly relevant to the speed of operations. In the closed case the QSL

defines a singular time separating the regime where the desired operation can be achieved

perfectly from that where it cannot. Similarly optimal control yields the same time through

a different analysis. In the next section we consider whether a similar connection exist in

an open system.

3.2.2 Optimising the performance of state transfer

Constant π pulse in an open system

We start of by considering what is the dynamics of the optimal protocol in a closed system,

Eq. 3.11, when applied to an open system. Figure 3.2 shows the result. The obvious

difference is there is no region of this graph with perfect fidelity. It is clear that the idea of

a quantum speed limit has become less well defined. Whereas previously we had a time,

tQSL, that was the barrier between an operation being perfect versus imperfect, there

are no such binary outcomes. Since the Hamiltonian in equation 3.11 and the coupling

operator between the system and the environment, Sz commute, this process defines the

independent boson model (IBM) which is exactly solvable. We will make use of this fact

in our later discussion of these results.

Performance versus fidelity

We now come to the central result of this chapter, as reported in [111]. We use the

methodology built up in the previous chapters to perform optimisation on our two level

system. We choose the initial guess to be the constant π pulse, Eq. 3.11, while treating the

Hamiltonian, Eq. 3.2, as piecewise constant over the time-steps of PT-MPO. We perform

optimisation to find the optimal Hamiltonian to drive our state from the initial state to

the final state, using the L-BFGS-B algorithm to maximise the fidelity. This optimisation is

performed individually on a set of process times, shown in Fig. 3.3. We are not performing

58



1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
0.0

0.2

0.4

0.6

0.8

In
fid

el
ity

(a)

A: Open
B: Open
B: Closed

1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
Process Duration [ps]

0.00

0.02

0.04

0.06

N
on

-M
ar

ko
vi

an
ity

(b)

2.5 3.0 3.5 4.0 4.5 5.0
0.00

0.05

0.10

0.15

Figure 3.3: (a) Infidelity, 1−F for state transfer as a function of process duration. Results
given for the optimal protocol (control A, blue/solid) and for driving with a constant field
of pulse area π (control B, orange/dashed). Also shown is the infidelity of control B
applied to a closed system (green/dot-dashed). (b) Non-Markovianity measure of Breuer
et al. [58, 59] as a function of the process duration for control A and control B applied in
a closed system.
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Figure 3.4: Infidelity (blue, left axis), and Deffner and Lutz QSL (orange/circle, right
axis), Eq. 1.102 and the Campaioli QSL (green/triangle, right axis), Eq. 1.103

optimisation to drive the two level system as fast as we can per se, rather we attempt to

find optimal protocols that perform state transfer as accurately as possible, and consider

the optimal fidelity at each protocol duration to investigate the interplay between two

aspects of performance, namely speed and fidelity.

Figure 3.3 shows the fidelities associated with the three cases we consider: the optimal

closed system dynamics, the closed system’s optimal Hamiltonian applied to an open

system, and finally the optimised protocol for an open system. For unitary dynamics

(green/dot-dashed), we can see that, as previously discussed, there are two binary out-

comes, separated by tQSL = π (vertical dotted black line). In the case of the constant

system π pulse, this control initially performs better than unitary dynamics for very short

processes. This is due to the fact that system environment coupling takes the state below

the surface of the Bloch sphere. As stated before as the unoptimised protocol dura-

tion increases and approaches the QSL the fidelity stops improving. Beyond tQSL the

fidelity is roughly constant. This itself is already a non-Markovian feature which comes

from the decoherence function of the IBM approaching a constant value for times longer

than ∼ 1/ωc ≈ 0.33 (we will return to this after solving the IBM). This is contrary to

what one would see if one applied this protocol to a pure dissipation Markovian model,

where the fidelity would worsen over time, rather than remaining constant. The optimised

(blue/solid) fidelity follows a similar trend in process duration, however the remarkable

trend is that beyond tQSL the optimiser continues to improve the fidelity as the process

duration increases.
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3.2.3 Relationship between optimal control and the QSL

Here we recall our discussion on the connection between optimal control and the QSL in

the case of unitary dynamics and the unoptimised protocol in an open system. We can

see that the optimiser has failed to rectify the problem encountered with the initial guess,

that we never achieve perfect fidelity. So, in order to give a qualified assessment as to what

is the minimum time required to perform state transfer there is no corresponding notion,

rather one must consider the speed (the duration of the protocol) and fidelity achieved

simultaneously. This can be equivalently stated as: in order to consider a minimum time

to perform state transfer, one must first decide on a tolerable fidelity for state transfer,

and only then can one identify the shortest time to do so.

We have discussed at length how the quantum speed limit (QSL) sets a minimum bound

on the time necessary to evolve between two states, and in order to illustrate the idea

we have outlined the relationship between optimal control and the QSL in sec. 3.2.1 for a

closed system. The problem we encounter when discussing the QSL of an open system is

that the meaning is obscured by the fact that the QSL is the minimum time necessary to

evolve between two states — but an open system cannot be perfectly controlled, so, while

we can talk about the QSL for the evolution between two states, the state you evolve to

is not necessarily going to be the state that you wanted to evolve to. This section will be

devoted to answer the question of how to interpret the QSL, trying to identify a connection

between the QSL and optimal control, and to argue that optimal control is a better tool

to understand how fast one can perform quantum operations in an open system.

QSL for optimal protocols

Shown in figure 3.4 is the quantum speed limit (QSL) obtained by Deffner and Lutz,

ref. [74] equation 1.102, as well as that of Campaioli et al. [76] for evolution from the

initial state and the final state. Also plotted is the actual process duration for each point,

the idea being that the value of the two QSLs show the minimum possible time required

for a process to evolve from the initial state to the final state (not the target state1.) If

the QSL is exactly the process duration than it is said that the protocol is operating at

the QSL, and one is using the fastest possible protocol for state transfer, saturating the

QSL.

Our protocols are obtained by optimal control, and it is worth re-emphasising how the

solutions are obtained. We choose a discrete set of process durations and for each process

duration we optimise to find the optimal protocol to perform state transfer to as high

an accuracy as possible. Again, we are not optimising for speed, we are optimising for

accuracy and identifying which speeds yield the highest accuracy. Now let us consider

1We have examined the QSL where the Bures angle B(ρ1, ρ2) is expressed in terms of the initial state
and target state, and the denominator just comes from the trajectory actually taken by the system, however
one simply ends up with a looser bound.
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any of the long-time processes, i.e. process durations between four and five picoseconds.

Since the optimiser is seeking solutions that perform state transfer with as high a fidelity

as possible, one would not necessarily expect a solution to saturate the QSL, as it has

more than ample time to perform the state transfer, rather it is seeking the best path to

mitigate decoherence. However, as one approaches the closed QSL (t = π [ps], for this

bound), the optimiser no longer has the luxury of being afforded sufficient time to perform

state transfer, and therefore one would expect to see process durations that are closer to

tQSL. The key result is that we do not come close to saturating tQSL, save the trivially

discussed short time situation, however we do see the expected behaviour where the QSL

becomes more saturated, albeit minor in the region of interest.

There are two unavoidable issues with the QSL. Firstly, it is thought that these bounds

are not necessarily tight or attainable [76]. The second problem happens when one tries

to attain the QSL, as changing the protocol, and therefore the dynamical map, changes

the QSL, as discussed in sec. 3.2.1. One could in theory perform optimisation on a given

process duration to maximise saturation of the QSL, however that would be cheating as

that just chooses a process that has an unnecessarily long QSL, and, would be difficult to

constrain such that it also gives a final state close to the target state2.

In order to understand the meaning of these formula, let us fall back to our understanding

of the connection between QSL and optimal control, So far we have established ideas that

connect the QSL and optimal control, in both closed and open systems. It is prudent to

point out that we are not the first people to do this, as Caneva et al. [112] have studied

this , and come to different conclusions.

Landau-Zener model

Caneva et all perform optimisation on the Landau-Zener Hamiltonian

H(Γ(t)) =

(
Γ(t) ω

ω Γ(t)

)
(3.13)

where Γ(t) is the control function that they optimise using the Krotov algorithm, a gradient

based optimisation method. The key point in their paper is they overcome the aforemen-

tioned problem of the QSL changing with different trajectories is by parametrising the

system such that the QSL is invariant under changing the control parameters.

Like us, they seek optimal parameters to perform state transfer under the Landau-Zener

model, and they examine the rate of convergence of the Krotov algorithm for different

process durations. Caneva et al. find that the infidelity 1−F from Krotov algorithm con-

verges asymptotically on a finite infidelity for any process duration less than tQSL, whereas

2This could possibly be achieved using the target state in the Bures angle, rather than the final state.
However we never tried this as we believe the ultimate goal is not to saturate some formula for the sake of
it, rather to answer the umbrella question which is how fast can one perform state transfer.
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for process durations longer than tQSL, they find that the Krotov algorithm converges ex-

ponentially towards zero. They then go a step further and say that optimal control can

be used to characterise the quantum speed limit.

The the difference between our results and Caneva et al. is as follows. Firstly, Caneva

et al. perform their analysis on a closed system (albeit a more useful parametrisation).

A difficulty with trying to generalise their conclusions regarding the relationship between

optimal control and the QSL is that it is not guaranteed that firstly there exists a solution

that performs a quantum operation with an infidelity arbitrarily close to zero, nor that

an optimiser can find it. The other difference is their parametrisation conserves the QSL,

which ours does not.

What can we salvage from the QSL

In this chapter, we have attempted to find a link between optimal control and the QSL. It

is my view that while QSLs for open systems can be calculated, the physical interpretation

of them is greatly diminished. There there appears to be no clear notion of a quantum

speed limit in an open system, rather it is a performance fidelity trade off, as seen in

Fig 3.3. So, rather than seeking to abstract meaning from formulas 1.102 and 1.103, one

should perform optimal control to examine the performance fidelity trade-off, and to view

this as the meaningful answer to the question of how fast one can perform state transfer.

3.3 Understanding non-Markovian Behaviour

In this section we discuss the role of non-Markovianity in our results. Optimal control of

Markovian dynamics has been extensively studied (see references [3, 5], and the citations

contained therein), whereas optimal control of non-Markovian systems is relatively new

(see references [11–19]). We see that the improvement in fidelity in Fig. 3.3 coincides

with a marked increase in our measure of non-Markovianity. We suggest one possible

mechanism that the optimiser is exploiting to prevent decoherence.

3.3.1 Measures of non-Markovianity

One way to start addressing the role of non-Markovianity is to plot a measure of non-

Markovianity. We have discussed at length the measures of non-Markovianity in the

introduction, and for the reasons outlined there we use that proposed by Breuer, Laine

and Piilo [58, 59]. This is shown in Fig. 3.3 (b), for both the optimised, and unoptimised

case. The measure starts at almost exactly zero for the unoptimised case, presumably

because, since the measure is of the information backflow from the environment to the

system, information must have flowed away from the system first in order for it to be

brought back, and there has been insufficient time for that to happen. For longer process

durations the measure increases and saturates at a value of roughly 0.02 shortly after 2 ps.

This can be seen from the Bloch vector of the unoptimised protocol, the time for which the
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non-Markovianity measure stops increasing is the same time that the Bloch vector ceases

to recover in length (see Fig. 3.6 (c) below). The optimised protocol always has a higher

degree of non-Markovianity, even for lower times. The remarkable result happens after

tQSL, where the non-Markovianity measure almost doubles between the process durations

of three and four picoseconds. We believe that this is due to the fact that in the region

near and before the QSL, the optimiser is in “firefighting mode”, where it is severely

constrained on what changes it can make to the protocol because it is struggling to have

enough time to allow for the procession around the Bloch sphere. For longer times (say

times between 3.5 and 4 ps), the optimiser has more wiggle room, which it then uses to

— quite literally — create wiggles on the control protocol.

3.3.2 Solving the Independent Boson Model

As mentioned previously, the initial guess used by our optimiser gives an analytically

solvable dynamics. In this section we provide the solution from which we can understand

the physics of what the optimiser is doing to improve the fidelity.

The Independent Boson Model (IBM) [25] occurs when the coupling operator and system

Hamiltonian commute. In the case of our Hamiltonian, this looks like

H = hzSz +
∑
j

ωja
†
jaj + Sz

∑
j

gj .(a
†
j + aj), (3.14)

which is exactly what our initial guess looks like. This Hamiltonian is diagonalised by

performing the polaron transform [25, 113]

P̂ = exp

Sz∑
j

gj
ωj

(aj − a†j)

 , (3.15)

which leads to the result given in reference [113]. We partition the total Hamiltonian,

Eq. 3.14, as to be composed of HS , HB and HI , referring to the system, bath and interac-

tion Hamiltonians respectively. We now define the “free” Hamiltonian as H0 = HS +HB

and the interaction Hamiltonian as before. After applying the polaron transform, the

total propagator is U(t) = U0(t)UI(t), where the free propagator is U0(t) = e−iH0t, and

the interaction propagator is

UI(t) = exp

2Sz
∑
j

(αj(t)a
†
j − α∗j (t)a)

 , (3.16)

with the time dependent coupling given by

αj(t) =
gj

2ωj
(1 − eiωjt). (3.17)
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We assume, as always, that the system and bath start in a product state,

|ψ(0)⟩ = (c1 |↑⟩ + c2 |↓⟩) ⊗ ρbath. (3.18)

We now decompose the total wavefunction into one where the environment sees the system

in a spin down state, and one where it sees a spin up state

|ψ(t)⟩ = c1 |↑⟩ ⊗
∣∣∣ψ↑bath(t)

〉
e−

iω0t
2 + c2 |↓⟩ ⊗

∣∣∣ψ↓bath(t)
〉
e

iω0t
2 . (3.19)

It is convenient to write down the time evolution for the system raising and lowering

operators, because we can use that S− |↑⟩ = |↓⟩ to find

⟨S−⟩ = c1c
∗
2

〈
ψ↓bath(t)

∣∣∣ψ↑bath(t)
〉
e−iω0t, (3.20)

where the equivalent term for ⟨S+⟩ is

⟨S+⟩ = c∗1c2

〈
ψ↑bath(t)

∣∣∣ψ↓bath(t)
〉
eiω0t. (3.21)

Since our initial and target states are eigenstates of Sx, we can find

⟨Sx⟩ =
1

2
(⟨S+⟩ + ⟨S−⟩), (3.22)

from which we can write that

⟨Sx⟩ =
1

2

(
c∗1c2

〈
U †↑U↓

〉
eiω0t + c1c

∗
2

〈
U †↓U↑

〉
e−iω0t

)
. (3.23)

Solving for the Bath Influence using the Coherent State Path Integral

The goal of the next section is to evaluate the bath influence terms
〈
U †↑U↓

〉
and

〈
U †↓U↑

〉
for a finite temperature bath. Writing the former out using the propagator, we see that

for a single bath node

U †↑U↓ = exp(α∗a− αa†) exp(iωa†a) exp(−iωa†a) exp(−αa† + α∗a), (3.24)

which simplifies to

U †↑U↓ = exp[2(α∗a− αa†)] = D(α), (3.25)

which a displacement operator. Using similar steps we find that〈
U †↓U↑

〉
= exp[2(αa† − α∗a)], (3.26)

where we note here that the two equations differ by replacing α with −α and will make

use of this fact later to show that the solution to both is identical, so that we can deal

with calculating
〈
U †↑U↓

〉
first. In order to calculate the expectation value of this operator
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in a finite temperature bath, we follow the usual coherent state path integral steps [47].

The expectation value of an operator ⟨D(α)⟩ is calculated as

⟨D(α)⟩ =
1

Z
∑
n

〈
n
∣∣∣e−βHD(α)

∣∣∣n〉 =
1

Z

∫
dψ̄dψ

πN
e−ψ̄ψ

〈
ψ
∣∣∣e−βHD(α)

∣∣∣ψ〉 , (3.27)

where |n⟩ is a complete set of Fock states, |ψ⟩ a coherent state, and the partition function

is

Z = Tr[e−βĤ ]. (3.28)

Using the Baker-Campbell-Hausdorff formula, we can rewrite the displacement operator

as

D(α) = e−2αa
†
e2α

∗ae−2α
∗α, (3.29)

where the exponent is expanded such that a appears on the right and a† to the left, that

is the order of the normal ordered Hamiltonian. This means that the equation 3.27 now

looks like

⟨D(α)⟩ =
1

Z

∫
dψ̄dψ

πN
e−ψ̄ψ

〈
ψ
∣∣∣e−βHe−2αa†e2α∗a

∣∣∣ψ〉 e−2α∗α. (3.30)

Now we perform the usual path integral steps of time slicing such that β → M∆τ and

inserting resolutions of the identity at each infinitesimal time step. The Hamiltonian

in order to compute the thermal average is Ĥ =
∑

k ωka
†
kak, where we note that the

Hamiltonian is normal ordered. Substituting this into the above equation gives

1

Z

∫ M−1∏
m=0

[
dψ̄dψ

πN
e−ψ̄mψm

]
⟨ψ0| . . . |ψm⟩⟨ψm| e−∆τH |ψm−1⟩⟨ψm−1| . . .

. . . |ψ1⟩⟨ψ1| e−2αa
†
e2α

∗a |ψ0⟩ e−2α
∗α, (3.31)

where nothing extraordinary has happened other than the standard path integral steps.

The only part that isn’t standard is at the beginning of time, where

e2α
∗a |ψ0⟩ = e2α

∗ψ0 |ψ0⟩ , (3.32)

with a similar result for ⟨ψ1|. The last part then reads

. . . |ψ1⟩⟨ψ1| e−2αψ̄1e2α
∗ψ0 |ψ0⟩ e−2αα

∗
. (3.33)

Note, there exists an infinitesimal convergence factor of exp[−iωnδ], that has been omitted

from the above equation. This appears because the field ψ̄ is evaluated at a infinitesimal

time-step after the field ψ ([47] page 168). This will be referred to below. Following the

normal path integral steps[47], we find that

⟨D(α)⟩ =
1

Z

∫ M∏
m=0

[
dψ̄dψ

πN

]
exp[−S] exp[−2αψ̄(0) + 2α∗ψ(0) − 2α∗α], (3.34)
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S =

∫ β

0
dτ(H(ψ̄, ψ) + ψ̄∂(ψ)). (3.35)

The field ψ can be Fourier transformed using

ψ(τ) =
1

β

∑
n

ψne
iωnτ , (3.36)

where ωn are the bosonic Matsubara frequencies. This is where the convergence factor

comes in, because ψ̄ and ψ are evaluated at two infinitesimally small different times, so

the Hamiltonian in Fourier space actually looks like

H =
1

β

∑
n

ψ̄nψne
−iωnδ. (3.37)

Performing the Fourier transform,

⟨D(α)⟩ =
1

Z

∫
D(ψ̄, ψ) exp[−S], (3.38)

S =
∑
n

[
ψ̄nψn
β

(ω0 + iωn) − 2αψ̄n + 2α∗ψn + 2βα∗α

]
, (3.39)

which is then integrated using∫
d(z̄, z)e−z̄wz+ūz+z̄v = Zeūv, (3.40)

which gets rid of the partition function to give

⟨D(α)⟩ = exp

[∑
n

− 4βα∗α

ω0 + iωn
+ 2βαα∗

]
, (3.41)

which can be rewritten as

= e−2|α|e
− 4|α|

β
S
, S =

∑
n

1

ω0 + iωn
. (3.42)

The convergence factor mentioned above when passed through the Gaussian gets inverted,

so changes sign. The sum we wish to calculate takes the form

S =
∑
n

1

ω0 + iωn
eiωnδ (3.43)

Using the usual Matsubara summation techniques[47], the sum is written as a standard

form that looks like

S =
1

2πi

∮
dz

β

eβz − 1

1

z + ω0
ezδ, (3.44)
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Figure 3.5: Decoherence function Eq. 3.52 plotted for various temperatures using a our
super-Ohmic spectral density, α = 0.126 and ωc = 3.04

where the convergence factor controls the convergence for z < 0 and the Matsubara

weighting function controls convergence for z > 0. The contour integral yields

S = res

[
β

eβz − 1

1

z + ω0

]
=

1

eβω0 − 1
= nB(βω0), (3.45)

which is then substituted into equation 3.42 to give〈
U †↑U↓

〉
= exp[−4|α|2nB(βω0)] exp[−2|α|2]. (3.46)

This is the point that we recall that
〈
U †↓U↑

〉
is recovered by setting α to −α. Because

α only appears inside an absolute magnitude sign, we see that the contribution from the

spin up part of the bath and the spin down part of the bath are the same. Factoring this

out of equation 3.23 and adding back the sum indexes we find that

⟨Sx⟩ =
exp

[∑
j −4|αj |2nB(βωj) − 2|αj |2

]
2i

[
c∗1c2e

iω0t + c1c
∗
2e
−iω0t

]
, (3.47)

and rewrite ∑
j

|αj |2 =
∑
j

∣∣∣∣ gj2ωj
(1 − eiωjt)

∣∣∣∣2 (3.48)

as

=
∑
j

|gj |2

2ω2
j

(1 − cos(ωjt)). (3.49)

We convert the sum into an integral,
∑

j |gj |
2 δ(ω−ωj) → J(ω) which means the coupling

constants become the spectral density

∑
j

|αj |2 →
∫ ∞
0

dω
J(ω)

2ω2
(1 − cos(ωt))2, (3.50)
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to give a final expression for ⟨Sx⟩ of

⟨Sx(t)⟩ =
IB
2i

(
c∗1c2e

iω0t + c1c
∗
2e
−iω0t

)
, (3.51)

and the decoherence function given by

IB = exp

[
−
∫ ∞
0

dω
J(ω)

ω2
(1 − cos(ωt)) (2nB(ωβ) + 1)

]
. (3.52)

These results agree with reference [114]. If we express the equation of motion of the density

matrix as

ρii(t) = ρii(0) i ∈ 0, 1 (3.53)

ρ01(t) = ρ01(0)e−2γ(t). (3.54)

Ref. [114] considers two situations: pure dissipation, where the decoherence is described

by some fixed rate γ0, so γ(t) → γ0t, and secondly the IBM. The IBM solution is

γ(t) =
1

2

∫ ∞
0

dωJ(ω) coth

(
ωβ

2

)
1 − cos(ωt)

ω2
(3.55)

which reduces to Eq. 3.51 by expanding out the thermal factor. To be consistent with the

literature we will stick with this notation, where in the exponent we can clearly see the

spectral density term, the thermal term, and the half Fourier transform of the trigono-

metric term.

Physically, in the initial state when the system and the bath are in a product state, and

the latter being in a thermal state, the oscillators thermally distributed in the harmonic

oscillator. Since the propagator consists of the displacement operator D(α), it causes an

instantaneous displacement of the harmonic potential of the modes of the environment.

This causes the build up of system-environment correlations — the formation of a po-

laron. We will shortly describe how we propose that the optimal protocol is attempting

to suppress this formation of a polaron.

3.3.3 Reversal of the polaron formation

Here we outline a possible physical property that our optimiser is exploiting. Since the

decoherence function for our initial guess of the optimisation problem is the IBM, the

magnitude of the Bloch vector is IB as shown in Fig. 3.5 (for 5K). The initial decay in

the Bloch vector length of the unoptimised protocol is due to the build up of correlations

between the system and environment, the formation of the polaron. This is followed by a

small recovery in the Bloch vector length, followed by a long time limit where the fidelity

is constant. This is in contrast to the optimised case, for which we show a sample protocol

in Fig. 3.6. This protocol does not result in a sharp decay in the Bloch vector length,
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rather it follows a rather slow decay, until just before the end of the protocol where it

exhibits a small increase.

We propose that this is because our optimiser is finding ways to suppress and reverse the

polaron formation, and describe the evidence we have to corroborate our claim.

Sketch of microscopic theory of polaron formation

As discussed previously at equation 3.19, we decompose the environment wave-function

into the component of the environment that evolves associated with the system being in

a spin up state, and the part that is evolving with a spin down state, with the respective

probability amplitudes.

The modes of the bath are initially thermally distributed in their harmonic wells. When

the interaction is switched on, the harmonic potentials are displaced by the influence of

the state of the environment, in equal and opposite directions depending on whether the

system is in a spin up state and spin down state. Since the switching of coupling is

instantaneous, bath wave-packets begin oscillating about their new equilibrium position.

Here we recall that the decoherence function D(t) is basically the overlap between the two

states of the environment, so in order to suppress the decoherence, one wishes to keep〈
ψ↓bath(t)

∣∣∣ψ↑bath(t)
〉

as close to unity as possible.

Imagining the case where the bath consists of a single mode, when the system-environment

coupling is switched on the mode will oscillate at a single frequency. Therefore after a

single period of the harmonic potential that mode is in, the wave-packet will be back at

the starting position, where the overlap between the two environment states is one. Since

our environment has an infinite number of modes all oscillating at different frequencies

the time at which the various packets come back to the starting position will be different,

which causes the long time steady state of the decoherence function of the IBM.

Increase in non-Markovianity

The LPB measure gives a measure of the non-Markovianity by summing the increase in

trace distances between all points on the Bloch sphere. This measure is based on the idea

that Markovianity is information monotonically flowing out of the system, which manifests

as a loss of information, which is seen in the distinguishibility of pairs of states. Knowing

this, it’s interesting to plot the times where the trace distances increase that contribute

to the non-Markovianity measure, since this would lead us to believe that this is the time

which the information flows from the environment to the system. A sample is shown in

Fig. 3.6 (d) for an optimal protocol for a process duration of 4 ps. For the unoptimised

case, the information backflow is restricted to the region of the dynamics where the Bloch

vector magnitude (and therefore decoherence function D(t)) increases. This is in contrast

to the optimised case. For the first picosecond, there is zero information backflow from the

system to the environment. The initial wave of information backflow is more pronounced
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than that of the initial guess, and in contrast to the initial guess from one picosecond

onwards there is almost always information flowing from the environment to the system.

Since the unoptimised case is an exactly solvable model we can understand the physics

of the decoherence, since it originates from the term
〈
U †↑U↓

〉
, the loss of overlap of the

two forms of the evolution of the environment wavefunctions. The period where we claim

the optimiser is attempting to reverse the formation of the polaron is also the time when

the cumulative trace distances are steadily increasing. So in order to retain as much

information on our system as possible our optimiser causes backflow of information from

our environment to our system, undoing the formation of the polaron while increasing the

degree of non-Markovianity in Fig. 3.6 (d), giving the resultant non-Markovianity measure

in Fig. 3.3.

Dynamics after conclusion of suppresion protocol

In Fig. 3.7 we show the dynamics for the optimised protocol for a duration of 5 ps, followed

by a time where we switch off the driving and let the state evolve further simply under the

influence of the environment. For the first 5 ps we see the optimal protocol attempting

to steer the state from the initial state to the final state, while suppressing the decay of

the Bloch vector length, as we have described before. From Fig. 3.7, we can that the

optimiser has achieved a good — but not perfect — state which is almost |x+⟩. Once the

suppression protocol is switched off the trajectory of the system is bears some resemblance

of the trajectory of the IBM.

We suggest that due to the similarity between the dynamics of the system post suppression

protocol and the IBM solution of a state where the system and environment are in a

product state, that protocol is attempting to prevent the build up of correlations between

the system and environment. Our suggestion is that at t = 5 ps amount of correlations

between the system and environment is very low, therefore once the protocol ceases the

correlations build up as they do in the IBM. To highlight this we have plotted the IBM

solution starting from a product state at t = 5 ps, which is indeed similar to the decay

seen in the Bloch vector length at that time.

3.4 Conclusions

Here we have shown that slow process durations can yield better fidelity of state transfer

by exploiting non-Markovian effects. We have shown the performance of state transfer

versus process duration trade-off for a particular system. We have examined the relation-

ship between the quantum speed limit (QSL) for closed systems as well as the additional

considerations needed for open systems. It is our view that rather than trying to identify

meaningful QSLs for open systems it is preferable to perform optimisation and instead

consider the speed-fidelity trade-off to answer the question of how fast one can perform

state transfer. We present a possible mechanism for how the optimiser is improving fi-
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delity by suppressing the formation of the polaron. So far we have only considered the

performance-fidelity of super-Ohmic systems. This methodology could be extended to

optimisation of gates, and other physical systems. Since the PT can be obtained from

tomography, this could allow experimentalists to obtain a practical answer to how fast

they should perform tasks in order to achieve a desired outcome.
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Chapter 4

Optimal control of SLM pulse

shaping

So far we have considered a system Hamiltonian of the form

HS(t) = h(t)Sx + hz(t)Sz, (4.1)

and have described how our environment model is an approximation for a InGaAs quantum

dot coupled to the bulk phonons. Yet we have not elaborated the physics of how the laser

drives the quantum dot, nor have we indicated how one would shape a laser to give a

control field h•(t). In this chapter we describe some of our earlier work where instead

of directly identifying optimal controls h•(t), we instead find the optimal configuration

of a standard pulse shaper used in experiment, a spatial light modulator (SLM). This

setup guarantees that every possible parameter space configuration corresponds to an

experimentally achievable control pulse. We describe how to model the SLM and use the

process tensor to model the influence of the environment. Since this work was performed

prior to the gradient based optimisation, here we used global optimisation rather than

local optimisation. Additionally, we expect that due to the highly non-trivial mapping

between the control parameters and the resultant electric field — in addition to being

coupled to a non-Markovian environment — the objective landscape may be far more

pathological than the case considered in the previous two chapters.

4.1 Pulse shaping using an SLM

Here we given an overview of how we use an SLM to shape a pulse, and the considerations

required for modelling numerically. We follow the findings of references [115–117] closely.

The setup is shown in Fig. 4.1. We decompose the real electric field as [115]

E(t) =
1

2
(E(t) + E∗(t)) (4.2)
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Figure 4.1: SLM pulse shaper setup.

where the complex electric field in the time domain is given by

E(t) = e⃗E0(t) exp

[
−i
∫
ω(t)dt

]
(4.3)

where ω(t) is the (possibly time dependent) carrier frequency, e⃗ is the polarisation vector,

and E0(t) is the pulse envelope. Here we assume that our source laser produces an un-

chirped Gaussian laser pulse, so

Ein ∝ 1

τ
e−

t2

τ2 e−iωct (4.4)

where τ is the pulse duration and ωc is the constant carrier frequency. Typical times for

τ are between 30 and 300 fs.

This pulse is then applied to the diffraction grating which Fourier transforms to the fre-

quency domain, which is applied to a lens. After the lens (E1 in diagram 4.1), the pulse is

now spread out on the table in frequency space,

E1(ω) ∝ exp

[
−(ω + ωc)

2τ2

4

]
. (4.5)

This laser is now passed through the SLM, where each SLM pixel modifies an individual

region of the frequency of the pulse. The SLM is a discrete set of pixels that can attenuate

the frequency component or cause a phase delay of the frequency component by up to 2π.

Here we will not consider attenuating the electric field and only consider phase delays.

Accordingly, we write the SLM modulation function as

m(ω) = eiφ(ω). (4.6)

For simplicity we have written this as a continuous function but generally this will contain a

discrete set of pixels {φi}, that are piecewise constant over each SLM pixel. The frequency

space profile post SLM roughly looks like

E2(ω) ∝ exp

[
−(ω + ωc)

2τ2

4
+ iφ(ω)

]
. (4.7)
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This is then Fourier transformed back into the time domain where Eout is passed to the

quantum dot. This is a standard pulse shaping technique. For example, applying a

parabolic phase delay would give a chirped output. Also note that since the phase delays

are periodic, so

eiφ(ω) = eiφ(ω)+k2π, (4.8)

and one only needs to consider φ(ω) ∈ [0, 2π] for all possible SLM configurations, and any

phase delay profile (e.g. the parabola) can be wrapped around into this range.

So far we have only talked about the temporal and spectral shape of the laser pulse.

Another consideration that must be accounted for is that the laser pulse also has a finite

spatial width as well as temporal and spectral width. This means that after the pulse hits

the diffraction grating and is focused on the SLM, each dispersed frequency component

will have a finite spot size on the SLM pixels. We assume that the spatial profile of the

laser pulse is given by,

S(x) = e−
x2

∆x2 , (4.9)

where ∆x is the spatial width of the laser pulse in the time domain (Ein in Fig. 4.1). Then,

reference [115] say the SLM modulating function, including the effect of a Gaussian finite

spatial width of the laser pulse is

m(ω) = exp

(
− ω2

∆Ω2
x

)
∗
∑
n

squ

[
ω − Ωn

∆Ωp

]
eiφn , (4.10)

where ∆Ωx = ∆xδΩp/δx, δx is the SLM pixel separation in real space and δΩ is the

corresponding pixel separation in frequency space, and ∗ denotes convolution.

If we assume that the input pulse is a temporal delta function, so Ein(ω) = 1, then the

resultant electric field in the time domain is [24, 115]

Eout(t) ∝ exp

(
−∆Ω2

xt
2

4

)
sinc

[
δΩpt

2

]∑
n

exp [iΩnt+ iφn] , (4.11)

which is the shaped field we use to control our dot.

As discussed in Ref. [115], we see that the finite nature of the spatial spot size blurs the

discrete feature of the SLM mask. If spot size is too small, replica waveforms will arise.

This is undesirable, since the goal here is to provide a framework for pulse shaping and op-

timal control to implement quantum operations. Implementing quantum operations would

be difficult if effects from our control protocol for one operation have replica waveforms

at long times, when we ultimately would wish to perhaps perform a second operation.

Additionally, it is also challenging to simulate, as long time simulations are also compu-

tationally costly. On the other hand, if the spot size is too big, the blurring of the mask

will give rise to substantial diffraction effects [115].
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Equation 4.11 is derived assuming the SLM has perfectly behaving pixels, as well as a

finite spatial spot size of the laser. SLMs are not perfectly sharp, and there are gap

regions between the pixels whose properties are somewhat intermediate between the two

adjacent pixels [115]. For simplicity we have neglected to simulate this, or any other

considerations associated with a liquid crystal spatial light modulator.

4.1.1 Physical model

The physical model is the same as the previous two chapters, a InGaAs dot under the

influence of phonon dephasing. The two level system is coupled to a bath with a super-

Ohmic spectral density, Eq. 2.4. This time we pay particular attention to the physical

origin of the system Hamiltonian. The Schrödinger picture Hamiltonian with the rotating

wave approximation is

HS(t) =
ω↑↓
2
σz +

Ω(t)

2
e−i

∫
ωc(t)dtσ+ +

Ω(t)

2
e
∫
ωc(t)dtσ−, (4.12)

where ω↑↓ is the exciton transition energy, ωc(t) is the laser carrier frequency, and the

Rabi frequency is given by

Ω(t) = E0(t)
〈
↓
∣∣∣ ⃗̂d · e⃗∣∣∣↑〉 . (4.13)

Here
⃗̂
d is the dipole operator and e⃗ is the polarisation vector. Finally we also have the

pulse area which is

Θ0 =

∫
Ω(t)dt. (4.14)

We transform the system Hamilton into a frame rotating at the frequency of the optical

transition [24],

HS(t) =
E(t)

2
σ+ +

E∗(t)
2

σ− (4.15)

where

E(t) = Ω(t)e−i∆(t)t, (4.16)

where ∆(t) = ωc(t) − ω↑↓ is the detuning frequency.

4.2 Results

Here we present the results. The optimisation was performed by my colleague Gerald Fux

as part of our collaboration on Ref. [24].

We model an SLM that has 512 pixels. Additionally we also have access to the pulse length

τ , the initial pulse detuning ∆ and the pulse area This gives 515 potential optimisation

parameters. We assume that the spatial spot size covers two pixels, so

δΩx = 2δΩp (4.17)

78



-40 -20 0 20 40
detuning /ps 1

-2

0

2

ce
nt

ra
l p

ha
se

 s
hi

ft (a)

-1

0

1

(t)

(b)

-0.5 0.0 0.5 1.0
time t/ps

-50

0

50

(t)
/p

s
1 (c)

(d)

-0.5 0.0 0.5 1.0
time t/ps

(e)

0.0 1.0

x(t)
y(t)
z(t)

Re (t)
| (t)|

Figure 4.2: (a) Heat map of infidelity of state transfer of a quantum dot from the |↓⟩ state
to the |↑⟩ + i |↓⟩ state. Also shown is the dynamics and the electric field (b–e) for two
minima marked by a diamond and star respectively. Figure reproduced from Ref. [24].

4.3 State transfer

Consider the case of a dot driven from its ground state |↓⟩ to the |y+⟩ = (|↑⟩+ i |↓⟩) state.

In our first example we simplify the problem by reducing our optimisation problem to a

two-dimensional problem. We do this by parametrising the pulse as follows: the ith phase

delay φi for a corresponding frequency ωi is given by

φi(ωi) = Φ − 1300ω2
i , (4.18)

which is a downward facing parabola controlled by a central phase shift Φ, which is our

first optimisation parameter. A parabola of phase delays in frequency space gives linear

temporal chirp (and also a broadened pulse [118]) that starts blue detuned and ends red

detuned. The second control parameter is the detuning ∆ of the initial pulse. We bound

our control parameters as ∆ ∈ [−50, 50] ps and Φ ∈ [−π, π].

Figure 4.2 shows the optimisation results. from the objective function landscape we see

two local minima, marked by a star and a diamond respectively. The starred solution

corresponds to a laser pulse that starts strongly detuned and finishes on resonance. This

pulse is similar to that seen in adiabatic rapid passage [118]. It has the advantage of

being insensitive to variations in Θ0 but sensitive to variations in the detuning. The

pulse corresponding to the diamond parameters starts on resonance and ends strongly

red detuned. This means that the fidelity of the protocol is robust towards variations in

detuning, but sensitive to changes in Θ0 [24].
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Figure 4.3: Optimal control of an ensemble of five quantum dots. (a) A schematic of the
problem, 5 individual QDs with individual environments driven by a single laser. (b) The
optimal phase mask as well as the π/2 protocol. Dynamics and electric field for the π/2
protocol (c–d) and the optimal protocol (e–f). Definitions of ⟨σxy⟩ given in main text.
Figure reproduced from Ref. [24].

4.4 Optimisation of an ensemble

As a second example we consider a set of five individually detuned quantum dots. We

assume that each of these dots couples to a separate environment, i.e. phonons emitted

by one dot will not interfere with another dot. All five dots are driven by the same laser,

and we seek an optimal protocol that will drive them to the equator of the Bloch sphere.

The detuning of the individual quantum dots relative to the middle dot is chosen to be

[−10, 5, 0, 5, 10] ps respectively.

We reduce the 512 pixel SLM to 32 optimisation parameters by defining 32 points and

fitting a cubic spline to interpolate between the optimisation points. Additionally we also

optimise over the input pulse duration τ , detuning ∆, and pulse area Θ0. The reason we

use a cubic spline rather than fixing 16 pixels to have the same value and choosing that as

our 32 optimisation points is that having a large pixel creates a series of top-hat functions.

The Fourier transform of a top-hat from the frequency domain to the time domain will

yield a sinc function, which will broaden the pulse and give the aforementioned long time

effects we don’t want.

We expect a short π
2 pulse to drive the dot close to the equator of the Bloch sphere. Short

because the shorter the pulse is, the broader the frequency space distribution, which

lessens the dependence of the success of the operation on detuning frequency. This was

taken as our initial guess. We used differential evolution to find optimal controls to drive

the ensemble of quantum dots. This is shown in figure 4.3. The expectation value that is

plotted in Figs. 4.3 (c) and (e) is

⟨σxy(t)⟩ =

√
⟨σx(t)⟩2 + ⟨σy(t)⟩2. (4.19)
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The optimiser found a novel protocol that leads to a root mean square distance to the

equator of the Bloch sphere of 0.1. This is in contrast with the performance of the π
2 pulse

with the same initial pulse duration of τ = 245 fs. This protocol also compares well with

the shortest π
2 pulse where τ = 30 fs, however we note that the the optimal protocol is not

as robust to variations in the detuning of the individual quantum dots.

4.5 Relationship with previous work and conclusions

In contrast with our later work presented in chapters 2, 3 and 5, we simulate pulse shaping

using a common experimental setup, and in doing so we ensure that every protocol discov-

ered is a physical one. While there are obviously some deficiencies in our approach, such

as assuming the SLM pixels are perfectly sharp with no gaps, or only considering acoustic

phonons and hope we do not stray into a regime where other decoherence mechanisms are

relevant, it nevertheless is a good approximation of what an experimentalist would expect

to observe were they to perform performed closed loop feedback control on an InGaAs

quantum dot.

An obvious criticism of optimising the pulse shape in the time domain and using every

time-step as an optimisation point is that it is not guaranteed that the control field could

be generated experimentally. However the main disadvantage of the SLM method is due

to the non-trivial mapping between control parameters in this chapter (SLM phase delays)

and the pulse shape, we believe the objective function landscape is far more pathological.

As such for anything more than a two dimensional optimisation problem, it is possible for

the optimiser to get stuck at a local minimum rather than the global minimum (hence the

use of a global optimisation algorithm rather than a local one). This work was carried

out prior to obtaining the gradient of the objective function using the adjoint method.

Were we to re-examine this work, we could partly reduce the presence of local minima

by considering a less restrictive parametrisation (such as optimising all 512 SLM pixels,

or perhaps even more). However frequency space optimisation still remains a difficult

problem, as, otherwise broadly similar pulses in the time domain may require drastically

different φ(ω) functions.

In the other chapters we are not trying to directly mimic an experiment, we are examining

the performance speed trade-off. The problem is set up in such a way that we do not expect

there to be many local minima near the quantum speed limit. So in order to learn about the

nature and mechanisms for non-Markovian decoherence and not to deal with distractions

as a result of our pulse shaper, we sacrificed the SLM pulse shaper. Nevertheless in this

chapter we have identified non-trivial protocols to perform state transfer and show that

it is possible to use an SLM pulse shaper to ensure physical pulses, and describe some

practical considerations in doing so.
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Chapter 5

Optimal control of quantum gates

So far we have with the problem of state transfer, given an initial state |ψ⟩, how do I design

control fields in order to take my system to state |σ⟩. Here we present some preliminary

work on how to perform optimisation to implement a quantum gate U .

5.1 Introduction

In order to use optimal control to identify control protocols to implement a quantum gate

in an open quantum system we need two functions: a cost function, and the gradient

of the cost function with respect to the control parameters. Previously, we have derived

an efficient method for performing optimisation of state transfer by forward-propagating

the initial state and back-propagating the target state. While considering state transfer,

this method yields a simple representation for the cost function, Eq. 2.6, and an effi-

cient method to compute the gradient of this cost function with respect to the control

parameters.

The issue is that while constructing a quantum gate, there is no singular initial state and

no singular final nor target state. Instead we have to deal with a set of possible initial

states (e.g. for a two level system this would be any state on the surface of the Bloch

sphere1), and the average fidelity between the set of achieved final states, and expected

final states.

One possible solution to approximate a quantum gate function of merit could be to take

the average gate fidelity of a finite number N of discrete states ρi, that are evenly spread

about the surface of the Bloch sphere. Since this strategy involves computing fidelities for

each ρk, where k ∈ i, it is easy to obtain the gradient with respect to that initial state. To

do this, we can simply back-propagate the state that applying the unitary U to ρk would

give, thus giving the gradient. The issue with this approach is that each evaluation of the

1See ref. [42] as to why it is the surface of the Bloch sphere and not the entire volume of the Bloch
sphere that matters
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gate cost and gradient function require N forward-propagations and back-propagations,

making it N times more costly than performing optimisation of state transfer.

5.1.1 Fidelity of quantum gates

Fortunately, Pedersen, Møller and Mølmer [42] derive a formula for the average gate fidelity

of a quantum operation. Reference [42] derive three useful properties. Firstly, for a unitary

operator O of dimension n, the average of |⟨ψ|O|ψ⟩|2 ov states |ψ⟩ on the unit sphere S is∫
S
|⟨ψ|O|ψ⟩|2 dV =

1

n(n+ 1)

(
Tr
[
OO†

]
+ |Tr[O]|2

)
, (5.1)

where dV is the normalised measure of volume of the sphere. Secondly, the fidelity between

a unitary operation U and a target unitary operation Ut, is given by

F =

∫
S
|⟨ψ|M |ψ⟩|2 dv (5.2)

=
1

n(n+ 1)

(
Tr
[
MM †

]
+ |Tr[M ]|2

)
, (5.3)

where M = U †t U .

Finally Ref. [42] derive the average fidelity of a quantum gate. Recall the Kraus represen-

tation theorem, that any CPTP dynamical map E can be expressed as

Eρ =
∑
α

KαρK
†
α,

where for simplicity we assume that we are using the canonical Kraus representation2,

such that
∑

αK
†
αKα = 1n. Now the fidelity between a given dynamical map described by

a set of Kraus operators {Kα} and a target unitary Ut, the fidelity is given by

F =
∑
α

∫
S
|⟨ψ|M |ψ⟩|2 dv (5.4)

=
1

n(n+ 1)

(
Tr

[∑
α

MαM
†
α

]
+
∑
α

|Tr[Mα]|2
)
, (5.5)

where Mα = U †tKα.

Eq. 5.4 gives us the fidelity of a quantum gate in terms of the Kraus operators without

approximation. The most attractive feature of Eq. 5.4 is how easy it is to compute. For a

general operation, the maximum number of Kraus operators required to specify a quantum

channel is the system Hilbert space dimension squared, so for a two level system, Eq. 5.4

involves the multiplication of thirty two (2× 2) matrices. We will address how to take the

2Eq. 5.4 holds for dynamical maps that are not in the canonical Kraus representation, see ref [42] for
proof.
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Figure 5.1: Establishing the connection between applying a dynamical map in the super-
operator representation (a) and the Choi representation (b). From there we can show how
to reshape a super-operator into a Choi matrix (c). Diagram adapted from Ref. [39]

gradient later, but the obvious problem with this is that the process tensor is reduced to

a Liouville super-operator, not a Kraus operator.

5.1.2 Transforms between representations of quantum channels

We now show how to transform between a Liouville super-operator and a Kraus operator.

This section is based on the graphical calculus outlined in Wood et al. [39]. Here we

re-introduce the assumptions described in the tensor network introduction. In order to

transform a Liouville super-operator into the Kraus representation of a dynamical map,

we must first convert the super-operator into a Choi matrix, from which we can perform

a SVD to obtain the Kraus operators.

From super-operator to Choi matrix

Converting a super-operator to a Choi matrix is simply a re-ordering of the indices. This

can be easiest understood graphically in Fig. 5.1. In Fig. 5.1 (a) we see how to get a

final state by applying a super-operator Sr (r denoting that it is row-vectorised) to a

vectorised initial state ρi, while denoting the indices associated with both the evolution

and the vectorisation. Fig. 5.1 (b) shows the equivalent while evolving using a Choi matrix

Λ. From figure 5.1 (c) we can see how by moving the wires around and following the

conventions outlined for vectorisation we can identify the scheme for converting between

the two
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Λ → Sr Sr → Λ

i k i j

j i j l

k l k i

l j l k

From this we find that

Λijkl = Skiljr (5.6)

From Choi matrix to Kraus operators

Figure 5.2: Performing Eigenvalue

decomposition to obtain Kraus op-

erators. Diagram adapted from

Ref. [39]

Fig. 5.2 shows the application of a dynamical map

in both the Choi and Kraus representation, demon-

strating how to transition between the two. From

this diagram we can see how we get the Kraus op-

erators by grouping the two left and right indices

together respectively, and performing the eigenvalue

decomposition on this matrix. From there, we un-

group the two indices and bend the wire around

(“unvectorise”) the various eigenvectors. Each

eigenvector now yields one Kraus operator. Since

there are d2sys eigenvectors, there are d2sys Kraus op-

erators.

Now we have described how to transform between

a super-operator and a Kraus operator, we can now

apply the average gate fidelity formula 5.4 to the

process tensor. We do this by simply not specifying

an initial state nor target state, contracting the en-

tire PT to yield a singular super-operator that prop-

agates any given initial state to a final state. From

there we perform the prescribed steps to obtain the

Kraus operators

5.1.3 Back-propagating gates

So far we have described how to obtain the average

gate fidelity. We have not yet derived how to back-

propagate a quantum gate. Unfortunately, it is not

as simple as back-propagating a generalised objec-

tive function as described in Sec. 2.3.1. The issue is:

what is the
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Figure 5.3: Fidelity vs process duration for a quantum gate initial guess.

The chain rule Eq. 2.10,

∂F

∂ca
=
∑
n

d2HS∑
i,j,k

∂F

∂ρif

∂ρif

∂U jkn

∂U jkn
∂ca

.

The issue lies in calculating ∂F
∂ca

=
∑

n

∑d2HS
i,j,k , since our objective function depends on

the dynamical map expressed in terms of Kraus operators, not the final state ρf . My

proposed suggestion which is the subject of future work is that we should not convert the

dynamical map obtained by PT-MPO into the Kraus representation, rather we should

convert the gate fidelity formula Eq. 5.4 into the super-operator representation. Indeed

Wood et al. [39] have a section in how to do this.

5.2 Results

Nevertheless we still can compute the average gate fidelity. In Fig. 5.3, we show the fidelity

for a target unitary of U = Sx for an initial guess of

H =
π

tf
Sx, (5.7)

Which in a unitary case should yield a fidelity of one.
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Chapter 6

Summary

In this thesis we have argued the case for the process tensor being the natural tool for

optimisation of non-Markovian systems. By applying the adjoint method to the process

tensor we obtain an efficient representation of the gradient of an optimisation problem.

We contrasted this with our earlier work [24], where we instead used gradient-free global

optimisation algorithm to search through parameter space. In that work we used an SLM

in order to shape the pulse, and found the optimal SLM parameters to do so. This ensured

that the optimal solutions were guaranteed to be experimentally achievable protocols.

We then used the adjoint method to seek optimal protocols to perform state transfer with-

out any restrictions on pulse-shaping. In doing so we found that the optimiser naturally

seeks uninteresting solutions where it attempts to say in decoherence-free subspaces, while

driving the system using short and powerful pulses where the system is evolving so fast

that the environment does not have time to react. In order to rectify this we introduce

bounds on the maximum strength allowed for the control fields. This in turn introduces

a bound-dependent maximum allowed speed, and draws us into a question that the QSL

attempts to solve. We examine the success of state transfer for various different process

durations, and ask what is the shortest time possible to perform state transfer, given a

certain bound. We find that that slower operations yield higher fidelity — in contrast

to what is generally expected for a Markovian theory. Because in an open system we

cannot perform state transfer perfectly, we describe how there is no notion of a shortest

time possible to perform state transfer, rather one should view it as a fidelity versus speed

trade-off.

Optimisation using process tensors shows promise to be a broadly applicable technique.

We indicate how this work could be extended to optimising quantum gates. We show

an efficient method for obtaining quantum gate fidelity. With this one should be able to

perform optimisation of quantum gates. Since one perform full counting statistics of heat

transfer in the TEMPO algorithm [113], this work can be extended to the optimisation of
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thermal machines.
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Chapter 7

Appendix

7.1 Additional considerations for second order Trotterisa-

tion

7.1.1 Process Tensor

As mentioned in the introduction, there is minimal numerical penalty for considering the

second-order Trotter splitting of the system-environment evolution, relative to the accu-

racy gain. However there are a few additional considerations for computing the gradient

as in chapter 2. To recap, the first order Trotter splitting in terms of time is

e(LS+LE)∆t = eLS∆teLE∆t + O(∆t2). (7.1)

The second order Trotter splitting is

e(LS+LE)∆t = eLS
∆t
2 eLE∆teLS

∆t
2 + O(∆t3). (7.2)

Eq. 7.2 is indeed accurate to order O(∆t3) provided that the system Hamiltonian is con-

tinuous over a whole time-step.

Fig. 7.1 (a) shows the process tensor. The brown boxes are the MPOs which are the same

as the first order Trotterisation. The red boxes are the CP controls which are applied at

the time that the expectation value is calculated (whole time-steps)1. Finally the system

propagators are given by the light green and dark green circles. The light green one is the

1In OQuPy it is possible to apply a CP map before the state is recorded, as well as immediatley after
the state is recorded. This was omitted from diagram for clarity.
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Figure 7.1: (a) Process tensor using second order Trotter splitting. MPOs in brown, first
half propagator in light green, second half-propagator in dark green, system controls A in
red. Light blue timescale is the times that the objects are applied at. (b) Gradient of an
objective function with respect to a control parameter that only depends on the second
propagator.
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first half-propagator

U ln = T
←

exp

[∫ ts+
∆t
2

ts

dt′LS(t′)

]
(7.3)

≈ eLS(t+∆t
4 ) t

2 (7.4)

where ts ∈ {0,∆t, 2∆t . . . N∆t} is the time of the current step. The dark green one is the

second half-propagator

Udn = T
←

exp

[∫ ts+∆t

ts+
∆t
2

dt′LS(t′)

]
(7.5)

≈ eLS(t+ 3∆t
4 ) t

2 (7.6)

7.1.2 Gradient

We have stated that for the second order Trotter splitting to be accurate to order O(∆t3),

the system Hamiltonian must be constant over ∆t. Careful inspection of our system

parametrisation in chapters 2 and 3 will show that we ensured this by insisting that our

Hamiltonian was constant over a time-step. It would also not be an issue were we to

optimise the SLM configuration, provided that our resultant electric field was continuous.

It is not a requirement for the Hamiltonian to be continuous between two time-steps.

It would not be a sensible idea to optimise h•(t) over half half time-steps, as there is the

possibility that the optimiser could introduce discontinuities. Additionally, expectation

values are only valid over entire time-steps.

The gradient is shown in Fig. 7.1 (b). In the case we describe in the main text where
∂Un
∂c(tk)

is only non-zero for n = k, and we have Eq. 2.8 which we recall as

∂F
∂ca

=
∂F
∂U ijk

∂U ijk
∂ca

. (7.7)

We now have two half propagators as seen in Fig. 7.1 (b), we need to include.

∂U lk
∂ca

,
∂Udk
∂ca

(7.8)

In order to perform forward and back-propagation to get the gradient there are three ways

to do so.

The first method, shown diagrammatically in Fig. 7.2 involves storing a forward-propagated

and back-propagated state before every single system propagator. This is not a jonesGe-

ometricDerivationQuantum2010 idea as it means if there are N time-steps, there are 2N

stored forward-propagated as well as 2N back-propagated states. It is especially bad as the
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Figure 7.2: Gradient by storing the state after each half-propagator
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Figure 7.3: Gradient by storing the state after each MPO
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Figure 7.4: Gradient by treating the half propagators as a rank four super-operator.
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stored states contain an index that is the internal bond dimension, therefore will quickly

consume large amounts of RAM for a computationally challenging calculation. This is the

method that was performed for the calculations shown in this thesis, but has since been

made redundant. First we add in
∂U l

k
∂ca

(Fig. 7.2 (a)), and on the next half time step we

add in
∂Ud

k
∂ca

(Fig. 7.2 (b)). ∂Z
∂ca

is the sum of these two scalars.

A better idea is to store the forward-propagated states after every MPO. This means that

there are N states stored per propagation, which consumes half as much RAM as the

previous algorithm. The gap where the system propagators are removed does not span

across one time-step, rather it spans across two different time-steps. With the exception of

the first case it contains the dark system half-propagator from one time step and the light

system half-propagator from the next time step. As a result we fill in each gap twice, once

with
∂Ud

k
∂ca

and Uk+1 and a second time with Udk and
∂U l

k+1

∂ca
(Figs. 7.3 (a–b)). ∂Z

∂ca
is again

obtained by summing the two contributions from the same time step (Figs. 7.3 (b–c)).

An alternative way to recast this is by treating the two half-propagators as a single rank

four tensor. This is shown in Fig. 7.4. The stored tensors from the forward propagation are

rank two tensors but during the chain rule step we must add in an extra MPO. However

this means we do not have to sum the two contributions from the half-propagators. This

is the method that is implemented in OQuPy.
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