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Abstract

The high prevalence of digital financial fraud stresses businesses’ ability to distin-
guish between real communications from digital financial service (DFS) providers and
fraudulent impersonations. Besides the financial and psychological costs to businesses,
fraud may erode trust in, and usage of DFS. We test two strategies for preventing non-
institutional fraud: a series of anti-fraud learning interventions and a technical solution
to authenticate inbound communications from a digital platform. Using a pre-registered
behavioural laboratory experiment in Nigeria, we find evidence that timely educational
interventions increased trust in DFS, its likely future usage, and improved knowledge
about fraud four weeks post intervention. However, when we task micro business own-
ers with evaluating the authenticity of a series of fictionalised scenarios, we do not find
evidence of improvement in fraud detection, either overall, or when considering only
genuine or fraudulent scenarios. Surprisingly, we find increased self-confidence in fraud
detection ability, highlighting the risk of overconfidence.
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1 Introduction

Non-institutional fraud targeted at micro and small enterprises (MSEs) is pervasive across
low- and middle-income countries (LMIC) and has risen in the wake of the COVID-19 pan-
demic (Tade, 2021; Kabanda et al., 2018; Fu and Mishra, 2022). Non-institutional fraud can
include phishing,1 scams to access passwords and log-ins, impersonating a formal institution,
offering fake products or services and absconding with payments, and using psychological
manipulation to persuade victims to part with money (Garz et al., 2021; Titus et al., 1995).2

While digital finance services (DFS) have increased financial inclusion, it also has been linked
to fraud (Erel and Liebersohn, 2022; Griffin et al., 2023). In surveys of DFS users, 56% of
Kenyan respondents, 33% of Ugandan respondents, and 42% of Nigerian respondents had
faced phishing scams in the months after the start of the pandemic (Blackmon et al., 2021a,b;
Bird and Mazer, 2021). The presence of these scams was the most prevalent cited challenge
faced in consumer engagement with digital financial services (DFS) in Kenya and Uganda,
and the third most prevalent in Nigeria.

Non-institutional fraud (sometimes called third-party fraud) causes immediate and long-
term damage. Immediately, it can lead to monetary loss, but also to psychological impacts
including anger, difficulties with trust, feelings of violation, stress, and social embarrassment
(Vohs et al., 2007; DeLiema et al., 2017). Additionally, because being defrauded is a viola-
tion of trust, it may erode trust in counterparties and institutions, a key driver of growth
(Francois and Zabojnik, 2005; Gurun et al., 2018). Specifically, it can frustrate economic
development through the suppressed use of digital services and under-exploitation of advan-
tageous opportunities (Caribou Digital, 2019; Banerjee et al., 2019).3 Likewise, when fraud
operates through interpersonal networks, this might encourage the pursuit of opportunities
only within closely trusted networks (Nash et al., 2013).4

There is limited knowledge on what mitigation strategies can be taken to reduce fraud,
effectively signal authenticity and engender trust, and thereby facilitate the better realisation
of the promise of digital financial services to MSEs in LMICs. Despite this, the economics of
fraud are closely related those of adverse selection. Fraud takes place in settings where there
is asymmetric information over the quality (and in many cases, existence) of goods, services,

1The fraudulent practice of sending emails purporting to be from reputable companies in order to induce
individuals to reveal personal information, such as passwords and credit card numbers

2At the core, non-institutional fraud is carried out by individuals or groups who are not affiliated with
a formal institution who seek to trick victims into directly sending money, or sending sensitive information
that can be used to defraud the victim.

3Notwithstanding regulatory differences, the lower rate of digital payments in Nigeria compared to Kenya
may reflect lower levels of trust in digital financial service (World Bank Group, 2019).

4If this limits the number of suppliers one purchases from, for example, it may lead to monopolistic
competition (i.e., differentiation along the dimension of trust) and could lead to higher prices.
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or financial rewards (Akerlof, 1970; Miles and Pyne, 2017).5 While some instances can per-
sist longer, the great majority of non-institutional fraud is designed for single interactions
with unsuspecting victims (Titus et al., 1995; Herley, 2012).6 Therefore, we test two inter-
ventions designed to address the information asymmetries that lead to fraud victimization
by improving detection of fraudulent messaging. Similar interventions, particularly related
to financial literacy, have been widely used.7

Existing efforts to combat the threat of fraud have centered variously on educational
interventions which seek to arm users with the means to recognise and sidestep attempted
deception (Burgoon, 2015), technological solutions to verify counterparty identities and au-
thenticate communications (Conroy, 2017), and centralised algorithmic tools used to detect
and flag anomalous patterns of behaviour (Hilal et al., 2022).

In this paper, we analyse results from a framed field experiment conducted in partnership
with Amana Market, a digital market platform for agricultural trading, with a sample of 780
participants from the partner’s existing network in Nigeria (Harrison and List, 2004). We
test the impact of a series of learning interventions in improving the ability of small business
owners to accurately discern fraudulent and genuine communications, as well as in building
trust in DFS.8,9 We also test the potential for a technical solution for the authentication of
inbound communications to establish confidence and engagement (a ‘unique communications
code’, or UCC). Our learning interventions are just-in-time, range in intensity, and are
designed variously to forewarn and encourage vigilance in respect of fraud, up to arming
business owners with key signs to watch out for with applied illustrative examples. Our
most intensive intervention (Treatment 3) lasts a total of 25 minutes. As fraud victimization
is notoriously difficult to study in the field, we take advantage of the behavioral lab set-
up to study fraud detection ability.10 As part of an experimental task, participants are

5Some fraud and scams are related to adverse selection in credit markets since they depend on promises
of the delivery of goods in the future (Stiglitz and Weiss, 1981). This includes schemes like advanced fee
fraud.

6Longer term fraud in competitive markets requires either the joint diagnosis and provision of services
(e.g., auto-mechanic work) or other types of credence goods (e.g., antivirus software) (Darby and Karni,
1973; Stone-Gross et al., 2013).

7A vast array of generic, general audience public information campaigns have developed around the world
to encourage awareness in relation to digital fraud. These include efforts from the US Federal Trade Commis-
sion (https://consumer.ftc.gov/articles/how-avoid-scam, https://consumer.ftc.gov/features/
fotonovelas), UK Finance (https://www.takefive-stopfraud.org.uk/toolkit/, https://quiz.
takefive-stopfraud.org.uk/), Banco de Portugal (https://clientebancario.bportugal.pt/en/
material/5-tips-staying-safer-online-toptip) among many many others.

8This experiment was conducted in partnership with Amana Market, a digital platform in Nigeria that
offers access to market information and financial service to MSEs.

9The experiment was pre-specified (Byrne et al., 2022) and pre-registered with the AEA RCT Registry
(RCT ID: AEARCTR-0009470).

10Since fraudsters seek to deceive, the may induce survey noise which extends beyond recall bias. Further-
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required to evaluate 20 fictionalised communications scenarios for their authenticity, and
report their subjective feeling of confidence in their judgements. To complement our core
experimental evaluation, we use data from baseline and endline surveys to explore treatment
effect heterogeneity across relevant demographic, behavioural, and experiential factors. We
conduct a follow-up knowledge retention quiz four weeks after participants have left the lab.

We do not find evidence that these learning interventions significantly improve discrim-
inant ability between genuine and fraudulent communications, although our coefficients on
these interventions are positive and trending upwards as we deepen the educational interven-
tion, suggesting that it could be large standard errors or low power preventing the detection
of statistically significant impact. Nor do we find evidence that our UCC authentication solu-
tion acts as a sufficiently strong signal to increase user engagement with good faith customer
outreach. We observe significant increases in the confidence that treated users report in
their judgements, notwithstanding the absence of any corresponding improvement in actual
underlying accuracy. In this, we highlight the potential for false confidence effects from inef-
fectual learning interventions, which may engender the subjective feeling of competence, and
unintentionally increase susceptibility to fraud victimization through complacency.11 We do,
however, find positive treatment effects on other associated outcomes. We find a significant
impact from treatment on in trust in DFS, potentially reflecting a heightened confidence
on the part of treated participants in their ability to discern fraud, successfully navigate
the digital financial landscape, and as such engage with confidence with legitimate digital
financial counterparties. In addition, we find evidence of increased likelihood of future use
of banks and mobile banking, as well as improved knowledge regarding the signs of fraud.

Our paper’s contribution to the literature is fourfold. First, we contribute the literature
on anti-fraud learning interventions, financial literacy interventions, and fraud prevention
strategies more broadly. A preponderance of existing literature on anti-fraud interventions
is focused on high-income country contexts, or with one-size fits all interventions for universal
consumption (Fernandes et al., 2014; Kaiser and Menkhoff, 2017). In contrast, our paper
undertakes an experimental intervention of anti-fraud learning among business owners in a
LMIC, providing evidence for a low-income segment within an LMIC. Gathering evidence
among those who are low income in LMIC contexts is particularly important given that
while effects are stronger as country income falls, they tend to attenuate among those with

more, survey reports of fraud losses may rely on a minority of upper tail responses (Florêncio and Herley,
2013). Finally, complaints data may be biased by transaction costs, capacity, or other behavioral factors
such as self-efficacy (Ba, 2018; Innovations for Poverty Action, 2021b; Raval, 2020).

11While some theoretical work has dealt with the unintended consequences of fraud deterrence, our
research places this firmly within a the more common everyday context of financial literacy interventions as
opposed to detecting and arresting fraudsters (Miles and Pyne, 2017).
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low socio-economic status within high income countries. Additionally, our interventions are
specifically adjusted to resonate within the information-environment and digital financial
landscape faced by small business owners in a LMIC. In contrast to results from the broader
financial literacy literature, where stronger effects are found in lower income country contexts,
we do not find a strong effect in our population of small business owners in Nigeria. This
finding is consistent with results from Kubilay et al. (2023), co-current research which does
not find an effect of anti-fraud education on susceptibility in an online sample from Kenya.
In contrast to Kubilay et al. (2023), we document confidence, trust, and usage of DFS in
addition to susceptibility.

Second, we contribute to the literature on financial inclusion in LMICs. While not a
panacea for poverty, financial technology adoption remains important. Microfinance may
allow firm growth for experienced entrepreneurs and has proven important for aggregate
economic activity (Banerjee et al., 2021; Meager, 2019; Breza and Kinnan, 2021). Index
insurance products may allow for profitable risk taking in agriculture (Elbers et al., 2007;
Karlan et al., 2014). DFS products like mobile money and digital credit have proved impor-
tant for resilience to economic shocks (Jack and Suri, 2014; Riley, 2018; Suri et al., 2021).
Our intervention increases self-efficacy in detecting fraud, and in turn, leads to greater self
reported trust and future usage of financial technologies. This suggests that digital fraud
serves as a constraint to trust and eventual adoption of financial services. Notably, we find
fairly large effects in our self-reported measures of trust and future usage: 10% and 7% in-
creases in the likelihood of using banks and mobile banking in the future, respectively; and a
0.2 SD increase in our index of trust in DFS. This suggests such interventions may be useful
as a strategy to boost financial inclusion.

Third, our paper contributes to our understanding of the subtle dynamics of the role
of confidence in the ability to detect deception. Higher confidence tends to be strongly
associated with improved task performance, an effect often attributed to increased self-
efficacy Bandura (1977); Bandura et al. (1999); Stankov and Crawford (1996); Woodman
and Hardy (2003). However, in some cases such confidence may give rise to complacency,
risk-taking, and reduced effort towards a task which can negatively impact upon performance,
or conversely the introduction of doubt can result in increased effort and focus (Vancouver
et al., 2001; Vancouver and Kendall, 2006; Woodman et al., 2010). In our experiment, we
find that increases in confidence regarding task performance depart from actual performance.
Despite the gains in trust that we document, this untethering could mean that MSEs become
overconfident. This may be cause for concern: overconfidence has been shown to drive drive
poor decision-making in investment markets in addition to reducing inoculation against
deceptive messages (Statman et al., 2006; Ben-David et al., 2013; Lyons et al., 2021; Serra-
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Garcia and Gneezy, 2021; Walters and Fernbach, 2021).
Fourth, considering the trade-off between over-confidence in fraud detection and trust in

digital financial services contribute to the literature on the unintended consequences of fraud
deterrence. One example of these unintended consequences is from Miles and Pyne (2017),
which uses applied theory to identify a way in which arrest of fraudsters might reduce the
number of low ability fraudsters, making it so that potential victims are not inoculated by
feeble attempts. Kubilay et al. (2023) finds that while DFS users do not improve in detecting
fraud, they do become more skeptical of both legitimate and fraudulent communications.
Ultimately, the welfare effects of educational interventions will depend on the prevalence of
fraud in the economy and its costs relative to the benefits of DFS.

Our failure to achieve meaningful treatment effects from learning interventions in respect
of our primary detection outcome is in keeping with the relatively underwhelming pattern of
results found in the literature on anti-fraud learning interventions, where no or modest effects
have been frequently observed (Fernandes et al., 2014). It is, nonetheless, surprising in view
of the direct nature of the instruction, the contextually-adjusted and engaging nature of the
interventions, and the immediacy of the experimental task that followed. Our results speak
to the severity of the challenge that small business owners are likely to face in successfully
navigating the noisy landscape of competing communications, and cast doubt on the utility
of relatively light-touch, quick-fix learning interventions as meaningful antidotes, even when
delivered in a timely fashion. We cannot, however, exclude the possibility that true effects
from our learning intervention may fall below our minimum detectable effect.12 Equipping
LMIC small business owners to successfully navigate the contemporary torrent of digital
fraud to safely exploit the promise of digital financial markets is evidently a steep challenge.
Our results also highlight the risk of false confidence effects from ineffectual learning inter-
ventions which may engender the feeling but not the reality of heightened competence. As
such, they can be offered as a cautionary lesson for policy in this domain, which recommends
introspection with respect to the type of interventions tested here, and their content and
intensity. Our results also highlight the critical importance of rigorous pre-testing of planned
interventions in this domain to establish what works, and just as importantly, what doesn’t.

The paper proceeds as follows: Section 2 provides an overview of common strategies to
combat non-institutional fraud, Section 3 describes the experimental design and empirical
strategy, Section 4 reports our empirical results, and Section 5 concludes.

12Albeit, the economic significance of treatment effects in this range would be limited.
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2 Strategies for Reducing Non-Institutional Fraud

2.1 Financial Education

2.1.1 The impact of financial education on knowledge and behavior

One of the most common approaches to reducing non-institutional fraud is the use of financial
education interventions, which are also widely studied outside of the context of of financial
fraud. Meta analyses have shown a positive effect on financial knowledge and behaviors,
particularly when focusing on experimental evidence. In particular, Kaiser and Menkhoff
(2017) and Kaiser et al. (2021) find that there are positive impacts on financial behavior from
financial education initiatives, estimating effect sizes of 0.08 SD and 0.1 SD respectively.13 In
observational studies, evidence is more mixed with some behaviors unchanged or unexplained
(Miller et al., 2015; Fernandes et al., 2014).14 The effects of these programs tend to vary by
context: While Fernandes et al. (2014) found weaker effects from initiatives in low-income
samples within country, countries with higher average income (and education) have weaker
effects as well (Kaiser and Menkhoff, 2017).15

Some aspects of program design matter. In particular, there seem to be returns to
intensity, with more hours of education resulting in larger effects (Fernandes et al., 2014;
Kaiser and Menkhoff, 2017).16 Likewise, the timing of interventions matters as well as the
effects tend to decay over time (Fernandes et al., 2014; Kaiser et al., 2021).17 Fernandes et al.
(2014) envisage a role for ‘just-in-time’ financial education tied to the specific behaviours it
intends to impact while Kaiser and Menkhoff (2017) point to providing financial education
at a ‘teachable moment’ (i.e., when teaching is directly linked to decisions of immediate
relevance to the target group). There is little evidence for other aspects of the interventions
mattering (Miller et al., 2015; Kaiser and Menkhoff, 2017).18

13Kaiser and Menkhoff (2017) aggregates across 126 studies and Kaiser et al. (2021) aggregates across 76
studies. Both put higher weight on experimental evidence, with Kaiser et al. (2021) using only experimental
evidence. Interestingly, the authors note that this is similar in magnitude to effect sizes reported in meta-
analyses of behaviour change interventions in other domains such as health or energy conservation.

14Fernandes et al. (2014), aggregates 168 cases and Miller et al. (2015) aggregates across 188 cases.
15This may be attributable to diminishing marginal returns to additional financial education.
16Miller et al. (2015) finds only mixed evidence on this point. In particular, they find that intensity was

weakly significant in some specifications of the model it was not significant in the others.
17More specifically, Fernandes et al. (2014) observe equal effects for 6 hours of intervention at no delay

and 18 hours of intervention at 10 months of delay, and equal effects of 1 hour of instruction at no delay
and 12 hours at 10 months of delay. Even large interventions with many hours of instruction have negligible
effects on behaviour 20 months or more from the time of intervention. Kaiser et al. (2021) find a less rapid
decay in treatment effects, though still little support for the long-run sustainability of effects.

18These include: the age and gender of participants, the delivery channel, duration exposed to the treat-
ment, whether the intervention was staged at school, in the community, or in the workplace.
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2.1.2 Educational interventions to curb susceptibility to financial fraud

The high social cost associated with fraud, and the difficulty of deception detection has led to
significant attention to for fraud-specific educational interventions as well as others targeted
at detecting deception (Burgoon, 2015). Results are mixed among this diverse array of
educational interventions.19 In some studies, interventions reduced susceptibility to fraud or
deception (Biros et al., 2002; Anderson, 2003; Scheibe et al., 2014; Xiao and Benbasat, 2015;
Burke et al., 2020). Other studies have produced null effects (George et al., 2004; Grazioli
and Wang, 2001). Notably, [co-current study] does not find an overall impact on fraud
detection in Kenya. However, simply focusing on overall accuracy—success in identifying
fraud—may mask varying success in identifying fraud vs non-fraud messages. In particular if
interventions increase skepticism, they may increase ‘true positives’—correctly identification
of fraudulent communications—at the cost of ‘true negatives’—incorrectly identifying non-
fraudulent communications as fraudulent (Burgoon et al., 1994; Xiao and Benbasat, 2015).
As in the broader financial education literature, there is evidence of decay of effects. In
particular, effects have been documented at five weeks (Anderson, 2003; Scheibe et al., 2014)
and even out to six months (Burke et al., 2020).

2.2 User-centered digital tools to combat fraud

Quite apart from educational initiatives designed to arm users with the know-how to dis-
criminate effectively between genuine and fraudulent activity, is a vast array of digital tools
have been devised with the objective of detecting and preventing fraud in digital commerce.
Rather than relying on training a market of discerning users with an adequate filter to sep-
arate fraudulent from genuine communications, digital tools offer the potential for variously
‘smart’ and automated solutions which efficiently perform that function on consumers’ be-
half. These solutions can be broadly classified into two camps: detection, or the ability to
identify suspicious patterns indicative of fraudulent activity, and authentication, or estab-
lishing the provenance of transactions or communications. Here we focus on user centered
authentication tools.20

Authentication tools seeking to establish that a product user is who they claim to be are
traditionally achieved by validating something the user has (possession), something they are
(inherence), or something they know (knowledge) (Velásquez et al., 2018). These include

19These include traditional training sessions, warning messages, consumer advice, and decision-making
heuristics aimed at improving participants’ performance in fraud detection in various digital settings.

20Beyond these, and of less immediate relevance to our purpose, is a set of other institutional tools used
to detect financial fraud. Hilal et al. (2022) provides an instructive survey of machine-learning algorithmic
anomaly detection methods in the field of financial fraud, where the majority of applications are found in
insurance and credit card markets.
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personal log-in credentials (i.e., user name and password), two-factor authentication, physical
biometrics, and know your customer (KYC) protocols. The these tools are designed to
balance the need to to stay ahead of fraudsters whose modus operandi evolves to erode the
integrity of the defensive protocols against the need to provide frictionless user experience
(Herley, 2009). Each comes with advantages and weaknesses, and can often be undermined
by data breaches, creative social engineering on the part of fraudsters, or poor practices on
the part of users. Frequently they are used in various overlapping layers and combinations
as a means of reinforcing the reliability of gate-keeping. Increasingly, vendors are seeking
to flexibly match the level of friction imposed by authentication layers to the risk of the
underlying transaction, and to the preferences of the user (Conroy, 2017).

3 Experimental design

3.1 Context, sample, and session protocol

We investigate the effects of educational interventions on fraud detection, confidence, and
trust, using a laboratory experiment. To conduct the experiment we worked with Amana
Market, the Busara Center for Behavioral Economics and the experimental lab at Ahmadu
Bello University (ABU) in Zaria, Nigeria. Zaria has a population 700,000 people and is
located Kaduna State in Northern Nigeria. Amana Market recruited participants from com-
munities in Zaria using their existing agent network. Participants were either Amana Market
users or similar in profile to Amana Market users, thus predominantly those within the agri-
cultural value chain. The profiles of the participants (name, phone number, gender, etc.)
were uploaded into a database and then randomly assigned to a given lab session. Those
assignments were then sent to the Amana Market agent who would bring participants to the
experiment at the designated date and time.

A total of 780 participants across 52 lab sessions participated in the main experiment,
which ran from July 25th - August 26th, 2022. Three pilot sessions were held on 21st
July, 2022, which included 45 participants across the three treatment arms. A total of 15
participants were invited to the lab for each session. In the waiting room, participants verified
their identity with a staff member to ensure they were participating in the correct session, and
were randomly assigned a seat number in the lab. Upon entering the lab, informed consent
was obtained from each participant. During the experiment, participants first underwent
a baseline survey, followed by an educational intervention or control condition, followed by
completing fraud detection experimental task and an endline survey. Upon finishing the
endline survey, a UCC was created for participants to be used for the follow up process
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and survey. Finally, participants are paid a total of NGN 4,500 in cash as a transport
reimbursement and attendance incentive before leaving the lab.

After each participant visited the lab, we conducted an SMS and phone survey. Three
weeks after the lab session, we sent each participant an SMS in which they are requested
to respond confirming their month and year of birth. The SMS was randomly assigned to
contain or not contain the UCC that was assigned to them at the end of the experiment. A
week after we sent the SMS (and four weeks after the lab session), we conducted a follow up
phone survey where we asked them about their experience with the SMS that was sent to
them, and questions about key signs of fraud.

3.2 Experimental interventions

3.2.1 Educational interventions

All participants are randomised into either a control group or one of three treatment groups.
Each of the three treatment groups receives a variation of a learning intervention aiming
at helping participants distinguish between genuine and fraudulent communication (either a
general warning treatment, or one of two targeted educational interventions). These simple
interventions are meant to be brief and replicate common approaches used in anti-fraud
campaigns and training. The control group initially receives no additional warning about
fraud, while the treatment arms receive some warning or education. The four experimental
arms are presented in Table 1.21

3.2.2 Unique Customer Code (UCC) intervention

At the end of the experiment, all participants were assigned a UCC. Participants are ran-
domly allocated into one of two equally weighted groups: the non-personalised UCC group
(these subjects are assigned a randomly generated 5-digit UCC), and the personalised UCC
group (these subjects are instructed to choose their own 5-digit UCC). The lab staff ex-
plain that this code will be used to verify the authenticity of future communications with

21It could be argued that our control group is inherently primed to think about fraud by virtue of
being confronted with the experimental task where the evaluation of authenticity and fraudulence is the
clear objective, and as such that the control contains an element of implicit treatment which may serve to
mute the additional treatment effect from the subsequent learning interventions. Such implicit treatment
is inescapable in our setting, and will be consistent across treatment arms, meaning that the additional
benefit of the learning interventions under evaluation will still be identified. However, the possibility of such
a placebo effect will mean that our estimated treatment effects cannot be treated as an ecologically valid
estimate of a treatment effect that might be observed in the field, where the control benchmark condition
involves no such implicit task-based priming.
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Table 1: Anti-Fraud Campaign Interventions

Control (C)
Control group receive the lab manager’s session introduction and undergo the
consenting process, but receive no additional warning or educational information
related to fraud.

Treatment 1
(T1)

On top of the lab manager’s session introduction, and the consenting process,
T1 subjects receive on-screen general warning messages stating, “Digital fraud
represents a threat to small businesses in Nigeria. Fraudsters may contact you
pretending to represent legitimate businesses or agencies, in an effort to take your
information or your money. Be on the lookout for signs of potential fraudsters
in the communications you receive â over the phone, by email, or in person”.

Treatment 2
(T2)

On top of the lab manager’s session introduction, and the consenting process,
T2 subjects receive an on-screen written list of 7 key signs of potential fraud
which is narrated in an audio file (key signs are detailed in Table 26. This
information is prefaced by a general warning message (see Treatment 1). To
aid recall, subjects are prompted to write down the key signs upon completion,
before replaying the 7 key signs and filling in the gaps in their answer sheets.
Subjects’ notes are collected before the remainder of the lab session.

Treatment 3
(T3)

On top of the lab manager’s session introduction, and the consenting process,
T3 subjects receive an on-screen written list of 7 key signs of potential fraud,
complemented with applied illustrative examples which is narrated in an audio
file. This information is prefaced by a general warning message (see Treatment
1). To aid recall, subjects are prompted to write down the key signs upon
completion, before replaying the 7 key signs and filling in the gaps in their
answer sheets. The subject’s notes were collected before the remainder of the
lab session.

Notes: The table describes the four groups into which subjects are randomly assigned.

participants. All codes are recorded centrally, and sent to subjects by SMS to keep as a
record.

3.2.3 Randomisation and groups

Participants are randomly assigned at three independent stages during the lifetime of the
experiment. First, participants are randomly assigned into one of three educational interven-
tions or the control group. Second, participants are assigned to either receive an automati-
cally generated 5-digit UCC, or to personalise their own 5-digit code. Finally, participants
are assigned to either receive an SMS which has their UCC embedded, or which does not
contain their UCC.

3.3 Experimental task, survey, and follow-up quiz

The primary outcome measure is performance on a task where participants attempt to
identify fraudulent or legitimate communications from a fictitious sender. Participants are
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exposed to 20 fictitious scenarios, half fraudulent and half genuine. All participants are
exposed to the same 20 scenarios, with the aim of discerning genuine from fraudulent com-
munications. The scenarios are shown to each participant in a random order. A description
of scenarios presented is given in Table 27, along with illustrative examples in Figures 36 and
37. We measure both their raw performance (whether they identified the scenario correctly
as fraudulent or genuine) as well as their confidence level in their answer.

We survey the participants both before and after the experimental session (i.e., treatment
and experimental task). The baseline survey collects demographic information, attitudes
and experience with digital financial services, previous experience with fraud, trust in DFS,
likelihood to use to DFS. An endline survey again asks participants for their trust and
willingness to engage in digital financial services.

We additionally investigate the degree to which participant recall of the key signs of
fraud varies across treatment arms in a knowledge retention follow-up quiz administered
over the phone four weeks following the completion of the main experimental task in the lab.
Participants are presented with three multiple-choice questions in which they are asked to
correctly identify which item represents a key sign of fraud.

3.4 Empirical strategy

To estimate the causal effect of treatments on participant ability to distinguish between
fraudulent and genuine communications, we perform the following empirical specification:

Yi = α + β1T1i + β2T2i + β3T3i + ϵi (1)

where we define Yi to be one of the outcome variables described in table 1 or table 2 for
participant i, T1i, T2i, and T3i denote treatment arms described in Table 1. β1, β2, and β3

estimate the corresponding treatment effects. For each outcome, we test the three following
three hypotheses:22

• Hypothesis 1.1: H0 : β1 ≤ 0. Providing MSEs with a general warning message about
fraud alone (with no further educational intervention) improves their ability to distin-
guish between genuine and fraudulent communications (T1 vs. C).

• Hypothesis 1.2: H0 : β2 ≤ β1. Providing MSEs with seven key warning signs for
potential fraud in a simple format (written/audio) improves their ability to distinguish

22We perform the following hypothesis tests after running the regression using accuracy (i.e., accurate
identification of fraud scenarios) as our primary outcome. We additionally partition the accuracy outcome to
separately analyse accuracy in respect of genuine scenarios (true positives) and accuracy in respect of fraud-
ulent scenarios (true negatives). The other hypotheses relating to confidence, trust of DFS, and likelihood
of using DFS (outlined in Table 12) are tested in the same manner.
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between genuine and fraudulent communications, still further than can be achieved by
a general warning message alone (T2 vs. T1).

• Hypothesis 1.3: H0 : β3 ≤ β2. Illustrating applied examples of fraudulent commu-
nications in a simple format (written/audio) improves MSEsâ ability to distinguish
between genuine and fraudulent communications, still further than can be achieved
with simple warning signs alone (T3 vs. T2).

We also test if any of the treatments improve the ability to distinguish between genuine
and fraudulent communications by running a pooled specification:

Yi = α + β1Ti + ϵi (2)

where Ti indicates that participant i receives any of the three treatments. This specification
is used to test H0 : β ≤ 0.

3.4.1 Heterogeneous treatment effects

The individuals targeted by scammers exhibit significant heterogeneity in ability to detect
fraud (e.g., based on sophistication, skepticism, or experience) (Vohs et al., 2007; Holtfreter
et al., 2010; Engels et al., 2020). Therefore, we explore how treatment effects may vary along
important experiential, attitudinal, and demographic dimensions, which are elicited as part
of the baseline survey which precedes the experimental task. For most of these outcomes, a
standardized index is computed then split into types by those who are above or below average
according to that index. In the cases of ICT experience, DFS experience, self-control, risk
appetite, and generalised trust and skepticism it makes the most sense to compute these
indices using Principal Components Analysis and taking the first component of that index,
but in other cases we use a context-specific index (e.g. fraud experience).

We additionally investigate the extent to which relevant socio-demographic factors inter-
act with the learning interventions: specifically sector of employment, age, education, and
gender.

To estimate these heterogeneous treatment effects, we perform the following specification:

Yi = α + β1T1i + β2T2i + β3T3ii + δ1T1i × Mi + δ2T2i × Mi + δ3T3i × Mi + ϵi (3)

Where Mi is the moderating variable, and δ1, δ2, and δ3 represent the change in the slope
of the corresponding simple effects captured by β1, β2, and β3. We test the null hypothesis
that the change in the slope is equal to zero in each case, i.e. H0 : δ1, δ2, δ3 = 0.
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3.4.2 UCC follow-up exercise

We evaluate the potential for the UCC to act a signal of authenticity in user communications
and to elicit engagement. First, we assess how the likelihood of user engagement through
SMS response is impacted by the presence of the UCC embedded in the outreach. We
estimate the specification:

Yi = α + η UCCi + ϵi (4)

where Yi is a variable indicating if the participant responded and UCCi indicates that the
UCC was included in the communication. We test the null hypothesis that the coefficient
is less than or equal to zero, i.e. H0 : η ≤ 0. Additionally, we will explore whether having
personalised the UCC at the close of the lab session, as distinct from having one automatically
assigned, strengthens the signal of authentication and further elicits user engagement. We
estimate the specification:

Yi = α1 + η1UCCi + η2UCCi × Personalisedi + ϵi (5)

We test the null hypothesis that the coefficient is less than or equal to zero, i.e. H0 : η2 ≤ 0.

3.4.3 Learning by doing

In addition to considering heterogeneity in learning effects by fraud experience, we explore
learning by doing within the experiment, to assess whether performance improves and con-
fidence grows over the course of the experimental task. To evaluate this, we test whether
those scenarios that appeared later in the order were more often correctly identified by par-
ticipants. In the same manner we test whether scenarios appearing later in the order were
judged with a higher degree of confidence.

Yis = α + θOrderis + ϵi (6)

where Orderis is the order scenario s was presented to participant i, and Yis represents
the accuracy and confidence in scenario judgements. Again, we test the null hypothesis that
the coefficient is less than or equal to zero, that is H0 : θ ≤ 0 to test for learning in both
cases.

3.4.4 Experimental balance

Table 2 reports descriptive statistics for key demographic, experiential, and attitudinal char-
acteristics across treatment cells. In order to attribute any observed difference in specified
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outcomes to the impact of the interventions under evaluation, it is important that randomi-
sation was performed effectively, with the result that treatment groups are well-balanced in
key covariates at the outset.

Following McKenzie (2015), Table 13 shows a pairwise regression of treatment status
(control vs. each of our treatment groups) on the same vector of covariates included in Table
2, which may be correlated with our outcome variable of interest, to ascertain whether these
factors differ systematically and help to predict treatment status. While we find a high degree
of statistical balance in most cases, we do observe some evidence of significant imbalance,
most notably in gender. Following Mutz et al. (2019), and to adjust our estimation for
potentially confounding influence, and to obtain more precise treatment effect estimates, we
include as a vector of controls in our estimation of treatment effects all those pre-specified
prognostic variables of interest listed in Table 11. As an alternative approach to the selection
of relevant control variables, we use partialling out lasso linear regression, which selects
relevant control variables for inclusion in the estimation regression, and find our estimation
is unchanged.

4 Results

4.1 Effects of fraud education interventions

4.1.1 Main effects

In this section, we outline the impact of our experimental fraud education interventions
on recipients’ fraud detection performance, confidence in their performance, trust in DFS
providers and their likelihood to use these providers in the future, when compared against
the control group.

We first show in Table 3 that no intervention succeeds in significantly impacting upon the
overall level of accuracy across fraudulent and genuine scenarios. Separating performance
by true positives and true negatives, we find no specific impact on true negatives, but that
Treatment 3 yields a significant negative impact on true positive performance of approxi-
mately 8%. This may reflect a heightened level of skepticism engendered by exposure to
treatment, with the result that genuine scenarios are more likely to be rejected as fraudu-
lent (that is, a higher rate of ‘false alarms’). Table 3 also reports tests of our pre-specified
hypotheses that each successive treatment arm delivers incremental added value compared
to the preceding arm in the sequence (i.e. Treatment 1 dominates Control, Treatment 2
dominates Treatment 1, and Treatment 3 dominates Treatment 2). In each case, we fail to
reject the null hypothesis of no incremental benefit. We additionally investigate whether
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Table 2: Descriptive statistics across treatment cells

(1) (2) (3) (4)
VARIABLES Control Treatment 1 Treatment 2 Treatment 3

Age (Years) 26.78 26.74 26.40 28.09
(7.11) (6.73) (7.19) (7.35)

Female (%) 0.65 0.41 0.43 0.45
(0.47) (0.49) (0.50) (0.50)

Third level education (%) 0.57 0.57 0.53 0.51
(0.50) (0.50) (0.50) (0.50)

Married (%) 0.50 0.51 0.47 0.53
(0.50) (0.50) (0.50) (0.50)

Agricultural employment (%) 0.31 0.38 0.41 0.37
(0.46) (0.49) (0.49) (0.49)

Contacted by scammer (%) 0.64 0.66 0.73 0.74
(0.48) (0.48) (0.44) (0.44)

Access to smartphone (%) 0.94 0.90 0.97 0.93
(0.24) (0.30) (0.17) (0.25)

Business owner (%) 0.90 0.89 0.89 0.87
(0.30) (0.32) (0.32) (0.34)

Has formal financial account (%) 0.85 0.83 0.88 0.83
(0.36) (0.38) (0.32) (0.38)

Used online platforms (%) 0.34 0.33 0.39 0.40
(0.48) (0.47) (0.49) (0.49)

Trusting (%) 0.48 0.58 0.53 0.53
(0.50) (0.49) (0.50) (0.50)

Risk averse (%) 0.35 0.25 0.32 0.27
(0.48) (0.43) (0.47) (0.47)

Observations 195 195 195 195

Notes: Table reports means and standard deviations in parentheses of mortgage borrower
characteristics in each treatment and control group.

treatment effects are in evidence when treatment arms are pooled (all treatments together,
or just the more intensive treatment arms 2 and 3) in Table 24, and still find no effect.23,24

It is important to note that, all estimated coefficients reported in Table 3 are below our
estimated ex-post minimum detectable effect in each primary outcome, on the basis of ob-
served outcomes in the control condition (see Section A.3). As such, we are not sufficiently
powered to estimate with confidence true treatment effects that fall in the region of coef-
ficient magnitudes reported here. However, we do not regard effects that fall so far below

23While we do not find consistent significant evidence of treatment effects on accuracy, Figure 1 depicts
how the directional pattern of estimated effects points to a dis-improvement in the rate of true positives
(i.e. a higher likelihood of false alarms), and an improvement in the rate of true negatives (i.e. a higher
percentage of hits) in proportion with the intensity of the treatment administered, consistent with an overall
increase in skepticism towards inbound communications.

24In Table 14, we re-estimate results depicted in Table 3, but using partialling out lasso linear regression,
and find consistent treatment effect estimates.
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Table 3: Overall effect

(1) (2) (3)
Overall True positive True negative

Treatment 1 -0.010 -0.021 0.001
(0.013) (0.026) (0.025)

Treatment 2 -0.001 -0.026 0.023
(0.012) (0.026) (0.023)

Treatment 3 -0.009 -0.049* 0.032
(0.013) (0.026) (0.023)

Constant 0.654*** 0.591*** 0.718***
(0.016) (0.033) (0.030)

Observations 780 780 780
R-squared 0.085 0.019 0.062
p-value (T1≤C) 0.791 0.794 0.483
p-value (T2≤T1) 0.237 0.563 0.162
p-value (T3≤T2) 0.725 0.810 0.340

Notes: Table reports results from two-sided test for treatment effects on overall accuracy, true
positives, and true negatives. Also reported are one-sided tests of pre-specified hypotheses
for incremental positive treatment effects from each treatment arm compared against the
preceding arm in the sequence. Regression includes vector of controls listed in Table 11. ***
p<0.01, ** p<0.05, * p<0.1

our minimum detectable effects as being economically meaningful for the purposes of this
experiment.

We observe in Table 4 that notwithstanding the absence of any positive impact on overall
detection ability, we do find consistent positive impacts from Treatments 2 and 3 on the
level of confidence that participants report in their judgements over the presented scenarios
overall, and both in respect of genuine and fraudulent scenarios of 3-5%. These effects are
modest, but illustrate the troubling potential for educational interventions to engender a
subjective feeling of confidence with respect to a given task, without necessarily delivering
any actual improvement in underlying ability and performance. Again, we additionally test
for incremental impacts from each treatment arm compared against the preceding arm in
the sequence. For each outcome, we fail to reject the null hypothesis of no incremental
benefit from Treatment 1 compared against the control. We do, however, for each outcome
reject the null hypothesis of no incremental benefit associated with Treatment 2 when set
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Table 4: Confidence effect

(1) (2) (3)
Overall True positive True negative

Treatment 1 0.006 -0.010 0.017
(0.115) (0.116) (0.120)

Treatment 2 0.207* 0.200* 0.214*
(0.112) (0.115) (0.114)

Treatment 3 0.256** 0.207* 0.283**
(0.115) (0.118) (0.118)

Constant 5.901*** 5.858*** 5.935***
(0.143) (0.147) (0.148)

Observations 780 780 780
R-squared 0.164 0.152 0.159
p-value (T1≤C) 0.480 0.533 0.443
p-value (T2≤T1) 0.0265 0.0246 0.0325
p-value (T3≤T2) 0.316 0.476 0.248

Notes: Table reports results from two-sided test for treatment effects on overall accuracy, true
positives, and true negatives. Also reported are one-sided tests of pre-specified hypotheses
for incremental positive treatment effects from each treatment arm compared against the
preceding arm in the sequence. Regression includes vector of controls listed in Table 11. ***
p<0.01, ** p<0.05, * p<0.1

against Treatment 1, indicating that providing participants with warning signs for potential
fraud does impact upon confidence, beyond what can be achieved by a general warning
message alone. Finally, we fail to reject the null hypothesis of no further incremental benefit
associated with Treatment 3 when set against Treatment 2.25,26

In Table 5 we evaluate the impact of our interventions on an inverse-correlation weighted
matrix of reported trust in DFS.27 In respect of Treatment 2, we find a significant and
positive effect, with an approximately 0.2 standard deviation increase in the standardised
inverse-correlation weighted index of trust, when compared against the control group. This
finding is shown to be robust in a specification which additionally adjusts for the trust

25We additionally reported aggregated treatment effects when treatment arms are pooled (all treatments
together, and just the more intensive treatment arms 2 and 3) in Table 25.

26In Table 15, we re-estimate results depicted in Table 4, but using partialling out lasso linear regression,
and find consistent treatment effect estimates.

27See Table 28 for complete definition of all variables used.
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Table 5: Effect on trust (ICW trust index)

(1) (2)

Treatment 1 0.135 0.055
(0.097) (0.076)

Treatment 2 0.211** 0.171**
(0.095) (0.081)

Treatment 3 0.166 0.084
(0.102) (0.083)

Baseline trust index 0.549***
(0.038)

Constant 0.062 0.019
(0.118) (0.096)

Observations 780 780
R-squared 0.182 0.432
p-value (T1≤C) 0.0819 0.233
p-value (T2≤T1) 0.192 0.0615
p-value (T3≤T2) 0.686 0.858

Notes: Table reports results from two-sided test for treatment effects on a standardised
inverse-correlation weighted index of trust in DFS. Also reported are one-sided tests of pre-
specified hypotheses for incremental positive treatment effects from each treatment arm
compared against the preceding arm in the sequence. Regression includes vector of controls
listed in Table 11. *** p<0.01, ** p<0.05, * p<0.1

index measured ex-ante as part of the baseline survey. This suggests that once armed with
experience of the anti-fraud educational interventions, participants are more likely to trust
DFS providers. This may reflect a heightened confidence on the part of treated participants
in their ability to discern fraud, successfully navigate the digital financial landscape, and as
such engage with confidence with legitimate digital financial counterparties.

To complement our analysis of intervention impacts on endline trust, we additionally
examine the impact of treatment on the likelihood of future use of various specific financial
service entities in Table 6. We find evidence for a heightened likelihood of the future use of
banks and mobile banking of approximately 10% and 7% respectively, with no such significant
effect observed in respect of mobile money operators, online platforms, or agents. For each
outcome, we fail to reject the null hypothesis of no incremental benefit from Treatment 1
compared against the control. We do, however, in respect of banks and mobile banking
reject the null hypothesis of no incremental benefit associated with Treatment 2 when set
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Table 6: Effect on likelihood of future use

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Banks Banks Mobile banking Mobile banking Mobile money Mobile money Online platforms Online platforms Agents Agents

Treatment 1 -0.078 -0.165 -0.182 -0.258 -0.125 -0.226 0.053 -0.001 0.272 0.179
(0.187) (0.171) (0.175) (0.162) (0.186) (0.177) (0.175) (0.161) (0.178) (0.174)

Treatment 2 0.387** 0.417** 0.248 0.301* 0.071 -0.017 0.109 0.096 0.126 0.017
(0.181) (0.167) (0.166) (0.155) (0.181) (0.175) (0.174) (0.165) (0.178) (0.173)

Treatment 3 0.138 0.077 -0.011 -0.056 0.095 -0.022 0.090 0.051 0.177 0.072
(0.184) (0.165) (0.177) (0.157) (0.188) (0.179) (0.176) (0.165) (0.182) (0.180)

Baseline likely use 0.309*** 0.287*** 0.254*** 0.296*** 0.173***
(0.035) (0.033) (0.035) (0.036) (0.034)

Constant 5.641*** 4.081*** 5.449*** 4.060*** 4.880*** 3.751*** 5.428*** 3.929*** 4.667*** 4.006***
(0.225) (0.286) (0.207) (0.258) (0.219) (0.265) (0.214) (0.292) (0.226) (0.261)

Observations 780 780 780 780 780 780 780 780 780 780
R-squared 0.136 0.246 0.132 0.238 0.117 0.188 0.107 0.209 0.091 0.128
p-value (T1≤C) 0.662 0.833 0.851 0.944 0.749 0.900 0.381 0.502 0.0635 0.151
p-value (T2≤T1) 0.003 0.000 0.003 0.000 0.138 0.115 0.361 0.255 0.808 0.842
p-value (T3≤T2) 0.934 0.985 0.944 0.990 0.446 0.510 0.547 0.614 0.385 0.371

Notes: Table reports results from two-sided test for treatment effects on the likelihood of
future use of a series of a range of entities. Also reported are one-sided tests of pre-specified
hypotheses for incremental positive treatment effects from each treatment arm compared
against the preceding arm in the sequence. Regression includes vector of controls listed in
Table 11. *** p<0.01, ** p<0.05, * p<0.1

against Treatment 1, beyond what can be achieved by a general warning message alone.
Finally, we fail to reject the null hypothesis of no further incremental benefit associated with
Treatment 3 when set against Treatment 2. It is possible that heightened likelihood of future
use may reflect participants’ increased confidence in filtering out fraudulent communications,
enabling them to engage with confidence with relevant DFS providers.

4.1.2 Heterogeneous effects

We next examine the extent to which the impact of our learning interventions varied across
subgroups of interest, including relevant experiential, behavioural, as well as demographic
characteristics. Specifically, we test whether our treatment effects are more pronounced
across levels of fraud, DFS, or ICT experience, self-control, risk appetite, or trust. We
additionally test whether sector of employment (agriculture vs. non-agriculture), age, ed-
ucation, or gender significantly interacts with our interventions. We test for these effects
across our four primary outcomes of interest: overall accuracy, true positives, true negatives,
and confidence.

Do these experiential and demographic factors act as substitutes or complements to the
anti-fraud campaign? That is, first, do we find differential performance in level terms across
these subgroups in primary outcomes, and second, do particular subgroups respond more
intensively to the educational interventions tested? We test these questions by exploring
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heterogeneous treatment effects in overall accuracy, true positives, true negatives, and con-
fidence. These results are reported in Tables 16-23).

For the most part, we find no strong evidence for significant level or interaction effects
across these subgroups of interest. However, in some instances, we do find evidence of
significant coefficient estimates in interactions across Tables 16-23. Mindful of the difficulty
in direct interpretation of interaction effects in regression tables, to assist with interpretation,
we take this subset of factors where we seem to observe significant differences, and depict
the relevant relationships graphically in Figures 4-33.

First considering level differences in outcomes across relevant subgroups, we find evidence
that DFS experience may act as a substitute for the learning interventions, with participants
with high DFS experience performing better in overall accuracy than those with low expe-
rience (Figures 4 and 5). This is an intuitive result, likely reflecting an advantage conferred
by experience in recognising what are plausible and more suspect communications. We find
tentative evidence that lower trust levels may also partially substitute for the learning inter-
ventions, with generally higher performance in accuracy among those with low trust when
compared against higher trust counterparts (see Figures 20-25). It is likely that lower trust
participants show a higher degree of skepticism towards inbound communications purporting
to originate with a genuine service provider, with a lower threshold for flagging fraud. This
interpretation is supported by the fact that the higher accuracy for low trust participants is
driven by a higher rate of true negatives, and not true positives. We additionally find that
low trust participants report a higher confidence in level terms in their decisions than high
trust counterparts. We observe some evidence in level terms across treatment arms that
men report a higher degree of confidence in their judgements than women, and more tenta-
tive evidence that men have a higher level of overall accuracy than women (Figures 28-31).
Those with high levels of self-control, and with higher risk appetite appear to demonstrate
a higher level of confidence in their judgements over presented scenarios across treatment
arms (Figures 26 and 27, and Figures 32 and 33).

Considering next how relevant characteristics may significantly interact with our treat-
ment interventions, we find for the most part, no evidence of significant interaction effects
across these experiential, behavioural, and demographic factors of interest. However, we
do find isolated instances of apparent meaningful divergence in outcomes across subgroups,
where significant interaction effects in treatment can be observed.

With the interpretative aide of graphical representation, it is clear that while we do
observe isolated instances where coefficients associated with a given treatment arm do differ
significantly within partitioned subgroups, largely, these outcomes do not meaningfully differ
from their respective controls. As such, in these cases, we can say we do not find strong
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Table 7: Learning by doing effects

(1) (2)
Accuracy Confidence

Order -0.003*** -0.009***
(0.001) (0.002)

Constant 0.643*** 5.714***
(0.008) (0.045)

Observations 15,600 15,600
Number of participants 780 780
p-value (β≤0) 1 1

Note: Table reports results from two-sided test for ‘learning by doing’ effects on overall
accuracy, and confidence, by regressing these outcomes on the order variable capturing the
sequence of scenarios presented. Also reported are one-sided tests of hypotheses for positive
learning effects. *** p<0.01, ** p<0.05, * p<0.1

or consistent evidence that certain subgroups respond more intensively to treatment than
others.28

One tentative trend observed is an apparent convergence in confidence as treatments
become more intense for certain subgroups that show an initial deficit. Lower risk appetite
participants (Figure 32), females (Figure 30), and to a lesser extent low self-control (Figure
26) and low DFS experience participants (Figure 12) show signs of catch-up from an initial
deficit in confidence when compared against their opposing indexed counterparts (i.e. high
risk appetite, males, high self-control, and high DFS experience participants respectively).
While the evidence in this regard is not strong, it is intuitive that those initially lacking
in confidence in comparative terms may showe a higher marginal return in the confidence-
engendering effect of targeted learning interventions.

28To take a case in point, we find in Table 16 (and corresponding Figures 4 and 5) a significant divergence
in accuracy scores across those with and without prior fraud experience who were exposed to Treatment
1. However, in neither case does the outcome diverge significantly from the respective control condition,
indicating the absence of a meaningful heterogeneity in treatment effects properly understood. Similar
piecemeal patterns are observed widely in our data. As such, we do not claim to find strong evidence of
heterogeneous treatment effects, notwithstanding the presence of some noteworthy level effects described
previously.
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4.1.3 Learning by doing

We assess additionally whether performance improves and confidence grows as participants
proceed through scenarios presented as part of the experimental task. Specifically, whether
those scenarios that appear later in the sequence are more accurately and confidently called.
In Table 7, we find no evidence for such learning effects in accuracy or confidence, failing
to reject the null hypothesis of no positive effect. Figures 2 and 3 graphically depict these
outcomes over the sequence of scenarios presented. The absence of learning effects of this
sort may reflect the degree of variety in scenarios presented, such that no systematic patterns
or heuristics quickly establish themselves in the minds of participants.

4.1.4 Knowledge retention quiz

In Table 8, we test whether scores obtained by participants in a knowledge retention quiz
designed to assess durability of the learning interventions varied by treatment group. In
a poisson model, we estimate the impact from treatment on the count of correct answers
reported in the quiz. We find modest evidence of heightened performance among treated
participants. Participants who received any treatment perform only between 1.15 and 1.17
times better than control subjects in the count of correct answers.29

4.2 Results of UCC intervention

In Table 9, we report results from a final experimental manipulation, the UCC follow-up
exercise. This tests the impact on the likelihood of user engagement of a unique pre-specified
authentication code embedded in SMS communication. We find that the mere presence of a
UCC code in communication does not significantly increase the likelihood of engagement. In
addition, neither does the effectiveness of the code as a signal of authenticity enhanced when
the recipient has personalised their own code, instead of having it automatically generated
and assigned. In both cases we fail to reject the null hypothesis of no incremental impact on
the likelihood of engagement.

29As part of the follow-up contact, experimental participants are asked about their hypothetical future
preference regarding the format of authentication codes, considering the options of a numerical code, a word,
or a sentence/phrase. 82% prefer a numerical code, 12% prefer a word, and 6% prefer a sentence/phrase.
However, it is likely that the anchoring effect of recent experience with a numerical code over the course of
their participation in the study influences these choices. As such, they should not be seen as clean or organic
measures of preference.
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Table 8: Impact of treatment on subsequent quiz score
(1)

Treatment 1 0.159***
(0.061)

Treatment 2 0.136**
(0.061)

Treatment 3 0.137**
(0.061)

Constant 0.514***
(0.049)

Observations 519
Note: Table reports results from a poisson regression, estimating the number out of 3 quiz
questions relating to key signs of fraud correctly answered in a follow-up call. Under a
poisson specification, the expoentiated coefficient gives the multiplicative term with which to
calculate the expected quiz score when the given treatment has been administered, relative to
the control condition. As such, Treatment 1 participants are estimated to have e0.159 = 1.17
as a Rate Ratio, the mulciplicative increase in the expected quiz score compared to Control
participants. For Treatment 2: e0.136 = 1.15. For Treatment 3: e0.137 = 1.15. *** p<0.01,
** p<0.05, * p<0.1

5 Conclusion

In this paper, we demonstrate the difficulty in meaningfully improving detection ability be-
tween genuine and fraudulent communications. We test three learning interventions, which
vary in intensity from simple warning messages about the risk of fraud and the importance
of vigilance, to a much deeper illustration of key signs of fraud with applied illustrative sce-
narios lasting 25 minutes. None of these treatments are successful in significantly improving
performance in an experimental task where participants are asked to judge the authenticity
or otherwise of 20 fictionalised communications scenarios. We fail to reject the null hypoth-
esis of no incremental benefit from each treatment arm, in respect of overall accuracy, true
positives, or true negatives. In this, we join the null effect column in the contested account-
ing over the remedial value of educational interventions in the financial and digital fraud
domains. In view of the direct and specific nature of the learning interventions embodied
in Treatments 2 and 3, the contextually-adjusted and engaging nature of the interventions,
and the immediacy of the experimental task that followed, this failure is nonetheless surpris-
ing and disappointing. We do not find evidence of the returns to intensity in educational
interventions observed elsewhere, and nor does the fact that interventions are delivered just
in time, and at a relevant teachable moment yield the beneficial impact that the existing
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Table 9: Impact of authentication on engagement probability

(1) (2)

UCC present 0.034 0.057
(0.032) (0.041)

UCC personalised 0.103**
(0.043)

UCC present # UCC personalised -0.049
(0.063)

Constant 0.246*** 0.198***
(0.022) (0.027)

Observations 780 780
R-squared 0.001 0.010
p-value (β≤0) 0.142 0.779

Note: Table reports from an OLS regression model predicting whether the participant re-
sponded to the outreach with the requested personal information. Column 1 includes a
simple treatment condition recording when the UCC was embdedded in the SMS. Column
2 adds an interaction recording when that UCC was personalised, as distinct from having
been automatically generated. *** p<0.01, ** p<0.05, * p<0.1

literature would lead us to hope for.
Our results cast some doubt over the promise of light-touch targeted educational in-

terventions in moving the dial on stubborn and persistent vulnerabilities faced by users in
navigating the digital financial landscape today. More immediately, our results highlight the
severity of the challenge which MSEs in Nigeria are likely to face in avoiding the pitfalls
presented by pervasive fraud.

One important caveat to register against these results is that the coefficients estimated
for our treatment arms with respect to accuracy-related outcomes are all below our ex-post
estimated minimum detectable effects, which range from 5% in overall accuracy, to 11% in
true positives. As such, we cannot exclude the possibility that true effects from our learning
intervention may have fallen in this range. However, the real-world economic meaning of
treatment effects in this range, when set against the time cost of administering the learning
intervention, and the fact that performance is tested immediately in a lab environment, with
no competing demands on participants’ attention, can be said to be limited.30

30However, the lack of ecological validity in our lab setting, where participants do not face real financial
or other exposure from erroneous judgement of communications, may limit degree to which ours can be
regarded as a definitive evaluation of the potential impact of these learning interventions.
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Neither do we find evidence that a technical solution to the problem of authentication
shows promise. In a separate experimental manipulation, the presence of a unique communi-
cations code embedded in follow-up communication with participants does not increase the
likelihood of engagement, and neither does personalisation of the UCC strengthen its effec-
tiveness as a signal of authenticity to increase engagement. While the failure to elicit positive
treatment effects from the UCC is notable, it should be regarded as a less conclusive verdict
than the failure of our learning interventions, where the experimental task represented a
direct test of discriminant ability, and in a lab setting where achieving meaningful treat-
ment effects should be comparatively easy. To illustrate the contrasting environments, in a
follow-up phone survey, the most common reason cited among participants for non-response
(both among those with and without the UCC embedded) was that participants were too
busy, or simply forgot. Given the likely low real-world salience of the UCC follow-up task
in the minds of participants, our UCC result should not be viewed as a final verdict on the
technology.

While we do not find evidence of positive impacts from our learning interventions on the
primary targeted objective in fraud detection performance, we do find that they produce
effects on the degree of confidence which participants report in their judgements over pre-
sented scenarios. This result is troubling when set against the absence of any corresponding
improvement in actual performance, and speaks to the risk associated with ineffectual learn-
ing interventions, where recipients may feel stronger in the given field, having undergone
some targeted training, without actually being any stronger. That is to say, it speaks to the
danger of false confidence effects. We do, however, find positive treatment effects on other
associated outcomes: trust in DFS, the likelihood of future use of banks and mobile banking,
and improved knowledge regarding the signs of fraud.

We find some tentative evidence of divergent patterns in performance across relevant
subgroups in several areas. However, this evidence is subtle and secondary, and as such
is not trumpeted loudly. We do not find evidence of significant heterogeneity in treatment
effects across subgroups defined by relevant experiential, behavioural, and socio-demographic
characteristics, but we do find some evidence of significant level effects in performance across
treatment conditions. Intuitively, we observe that higher DFS experience, and lower trust
participants are more accurate in their judgements over fictionalised scenarios than their
less experienced and higher trust indexed counterparts. Another suggestive result relates to
apparent catch-up growth in confidence levels reported among subgroups initially showing
a deficit in confidence when compared against their indexed counterparts, as treatments
increase in intensity. This subtle trend is evident for lower risk-appetite, female, lower self-
control, and lower DFS-experienced participants, pointing to a potentially higher marginal
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return in engendered confidence from learning interventions.
Notwithstanding the failure to yield encouraging results in the improvement of fraud

detection, there remains great urgency in devising effective interventions to combat digital
fraud due to the large and growing costs associated with digital deception. Future research
should not be discouraged from this challenge, but integrate the lessons from past efforts,
taking particular cautionary note of associated risks.31

31Instructive lessons will be taken forward from the results of this lab trial to inform the design of a future
field trial aimed at combating susceptibility to digital fraud in the real-world, using a sample of new and
existing users of the Amana Market platform in Nigeria.
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Appendix

A Empirical methodology - extended

A.1 Standard error adjustments

Treatment assignment is at the individual level, therefore for outcomes with multiple observa-
tions per participant, we will apply cluster robust standard errors at the individual level. For
any outcomes with only one observation per treatment unit, we will apply heteroskedasticity
robust standard errors.

A.2 Multiple hypothesis testing

As described in the sections above, we opt to reduce the number of tests in each outcome
group as opposed to adjusting for multiple hypothesis testing. Specifically, we test a single
outcome for each primary outcome group. Where multiple outcomes are of interest, we will
construct a standardized index of the outcomes to serve as the primary outcome for that
group as in Anderson (2008).

A.3 Statistical power

To assess the sample size requirement for the experiment, we estimate the minimum de-
tectable effects (MDE) under a range of alternative design scenarios (varying by sample size,
power, and number of treatment arms) in Table 10.

The table provides an estimate of the smallest treatment effect that could be detected
with statistical confidence were it to be achieved by one of our educational interventions.
For a given scenario, treatment effects smaller than that reported would not be detectable
with statistical confidence. The results in the table are calculated relative to a baseline
unconditional probability of unaided detection ability of 50% (i.e. chance).32

For example, starting with the top left scenario, if only one treatment were administered
and the number of participants was 250, it would not be possible to detect treatment effects
smaller than a 20.58% improvement over the baseline detection accuracy (with 90% power).
The power level refers to an acceptable level of probability that the experiment will detect
an effect when the effect is present. In this example, if we were to repeat the experiment
over and over, we would detect an impact at least as big as this 90% of the time.

32Unaided human deception detection capacity has been estimated to be little better than chance (Hartwig
and Bond Jr, 2011).
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Ex-ante, in our chosen design, our estimated MDE with N = 780 and 3 treatment arms
was 24.90% (with 80% power), or 29.3% (with 90% power). Following McKenzie and Ozier
(2019), we calculate ex-post MDEs using actual realised data from the control group. Ex-
post, using the observed accuracy and standard deviation in the control group (µ = 0.61,
σ = 0.13), we estimate our MDE for treatment effects in accuracy to have been much lower,
at 5.24% (with 80% power), or 6.16% (with 90% power). In true positives, with observed
outcomes in the control group (µ = 0.55, σ = 0.25), our MDE is 11.28% (with 80% power),
or 13.27% (with 90% power). In true negatives, with observed outcomes in the control group
(µ = 0.67, σ = 0.24), our MDE is 9.15% (with 80% power), or 10.76% (with 90% power).
Tr.: number of treatment arms.

Table 10: Estimated statistical power under alternative design scenarios
Outcome: detection accuracy

N Power 90% Power 80%
Tr. 1 2 3 4 1 2 3 4

250 31.54% 38.76% 44.90% 50.08% 37.12% 45.62% 52.86% 58.94%
500 22.26% 27.34% 31.54% 35.28% 26.22% 32.18% 37.12% 41.52%
750 18.18% 22.26% 25.76% 28.78% 21.40% 26.22% 30.32% 33.86%
780 17.60% 21.58% 24.90% 27.86% 20.72% 25.40% 29.30% 32.78%
1000 15.74% 19.28% 22.26% 24.90% 18.52% 22.68% 26.22% 29.32%

Notes: Table reports ex-ante power calculations giving minimum detectable effect sizes under
a range of sample size and treatment arm scenarios. We assumed baseline accuracy of chance
(µ = 0.50, σ = 0.50). Each scenario estimates the minimum detectable effect, expressed as
a percentage increase over baseline scores.

36



B Departures from pre-analysis plan

The preregistration for this experiment was filed with the American Economic Association’s
registry for randomised controlled trials in July 2022, before data collection began (Byrne
et al., 2022). We depart from the research plan pre-specified in the pre-analysis plan (PAP)
in a number of areas.

B.1 Pre-specified but not included

• PAP hypotheses 6.1 and 6.2 undertook to investigate how urgency (i.e. time pressure)
in scenarios affected confidence and accuracy. Due to challenges in data reporting
relating to the time limit imposed in different scenarios, it was not possible to perform
these tests.

• PAP hypotheses 7.1 and 7.2 undertook to assess knowledge retention from our learning
interventions, by testing for decay in performance between two time points: a quiz
administered at the close of the endline survey, and a follow-up quiz administered at +3
weeks. We additionally undertook how this rate of decay varied in accordance with the
intensity of the original treatment administered. Due to oversight in implementation,
the first quiz was not administered as part of the endline survey, making it impossible
to perform the pre-specified tests of decay. As an alternative, we test instead how
performance in the follow-up quiz alone varies by treatment.

• Our PAP envisaged that our participant sample would be comprised partly of a sup-
plemental pool of students from the partnering university in Nigeria, creating an occu-
pational subcategory of ‘student’. However, the opportunity to supplement our sample
instead with additional users from the Amana Market platform arose. This was deemed
preferable, corresponding more closely to the target population of interest.

B.2 Included but not pre-specified

• We pre-specified that we would examine learning by doing effects within the experi-
ment, testing whether if those scenarios that appeared later in the order were more
often correctly identified by participants. We did not additionally specify that we
would examine whether confidence grows through the sequence of presented scenarios,
but this outcome is also evaluated in the paper. Confidence is, however, pre-specified as
one of our primary outcomes related to the ability to distinguish between genuine and
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fraudulent communications. We viewed this as sufficiently interesting and important
to merit inclusion.
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C Additional tables and figures

Table 11: Variables of interest for heterogeneous treatment effects

Variable of interest Detail
ICT experience Standardized index of experiences with information

communication technologies. After indexing,
individuals are split into high and low experience types.

DFS experience Standardized index of experiences with digital financial
services. After indexing, individuals are split into high
and low experience types.

Fraud experience Participants are split into four types: those who have
not encountered fraud, those who encountered fraud
but did not respond, those who responded but did not
suffer losses, and those who responded and suffered
losses.

Gender An indicator variable equal to one if the business
owner is a woman, zero otherwise.

Occupation A set of indicator variables (and a left-out group) for
the following occupations: Agriculture,
Non-Agriculture

Self-Control A standardized index of self-control, impulsiveness,
attentiveness. After indexing, individuals are split into
those who have above or below average self control.

Risk Preference A standardized index of risk preferences built from two
question: a simple elicitation of risk preferences and a
self-reported assessment of risk preferences. After
indexing this may be split into high and low risk types.

Generalized Trust and Skepticism A standardized index of variables associated with
generalized trust and scepticism, including questioning
mind. After indexing, participants are split into a high
and low trust types.

Note: See Table 28 for complete definition of all variables used.
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Table 12: Research hypotheses for core research questions
Research Question No. Hypothesis
Do anti-fraud interventions
increase the ability to distin-
guish between fraud and le-
gitimate communications?

1.0

Providing MSEs with the anti-fraud campaign im-
proves their ability to distinguish between genuine
and same fraudulent communications (T1, T2, and
T3 vs. C).

1.1

Providing MSEs with a general warning message
about fraud alone (with no further educational inter-
vention) improves their ability to distinguish between
genuine and fraudulent communications (T1 vs. C).

1.2

Providing MSEs with warning signs for potential
fraud in a simple format improves their ability to dis-
tinguish between genuine and fraudulent communica-
tions, still further than can be achieved by a general
warning message alone (T2 vs. T1).

1.3

Illustrating applied examples of fraudulent commu-
nications in a simple format improves MSEs’ ability
to distinguish between genuine and fraudulent com-
munications, still further than can be achieved with
simple warning signs alone (T3 vs. T2).

Do anti-fraud interventions
increase confidence in the
ability to distinguish be-
tween fraud and legitimate
communications?

2.0
Providing MSEs with the anti-fraud campaign im-
proves their confidence in their ability to distinguish
between fraudulent and legitimate communications.

Do anti-fraud interventions
increase trust in digital fi-
nancial services?

3.0 Providing MSEs with the anti-fraud campaign im-
proves their trust in DFS.

Does a simple anti-fraud in-
tervention increase usage of
digital financial services?

4.0 Providing MSEs with the anti-fraud campaign im-
proves their likelihood of using DFS in the future.

Is the UCC suitably de-
ployed? 5.1

How does the presence (absence) of a pre-specified
authentication code affect the degree of confidence re-
cipients place in customer outreach?

5.2

Is the effectiveness of a pre-specified authentication
code as a signal of authenticity enhanced when the
recipient has specified their own code, as against when
it is automatically generated and assigned?

Is knowledge from educa-
tional interventions effec-
tively retained over a short
time horizon?

6.0

How does performance in a knowledge retention quiz
relating to key signs of fraud administered at +3
weeks vary in accordance with the intensity of the
original educational intervention administered?

Do participants learn by do-
ing? 7.0

Does accuracy improve and confidence grow in respect
of scenarios presented later in the sequence when com-
pared against those at the start?
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Table 13: Covariate balance by treatment

(1) (2) (3)
Treatment 1 Treatment 2 Treatment 3

Age -0.007 -0.008* 0.005
(0.005) (0.005) (0.005)

Female -0.239*** -0.221*** -0.174***
(0.054) (0.055) (0.055)

Third level education 0.038 0.010 0.016
(0.054) (0.056) (0.055)

Married 0.065 0.018 0.006
(0.061) (0.062) (0.063)

Agricultural employment 0.026 0.062 0.011
(0.055) (0.055) (0.056)

Contacted by scammer -0.001 0.063 0.085
(0.056) (0.057) (0.059)

Access to smartphone -0.110 0.155 -0.022
(0.093) (0.120) (0.104)

Business owner -0.011 0.019 -0.101
(0.081) (0.083) (0.080)

Has formal financial account -0.052 0.068 -0.124*
(0.070) (0.076) (0.074)

Used online platforms -0.001 0.031 0.061
(0.055) (0.054) (0.055)

Trusting 0.095* 0.060 0.079
(0.051) (0.052) (0.052)

Risk averse -0.089 0.004 -0.052
(0.055) (0.055) (0.056)

Constant 0.873*** 0.492** 0.544***
(0.177) (0.195) (0.174)

Observations 390 390 390
R-squared 0.083 0.074 0.066

Notes: Table reports linear prediction of treatment status (for each treatment arm) compared
against the control group, across a range of important descriptive characteristics. *** p<0.01,
** p<0.05, * p<0.1
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Table 14: Overall effect: partialling out lasso approach

(1) (2) (3)
Overall True positive True negative

Treatment 1 -0.010 -0.021 0.001
(0.013) (0.026) (0.025)

Treatment 2 -0.001 -0.025 0.023
(0.012) (0.026) (0.023)

Treatment 3 -0.009 -0.049* 0.032
(0.012) (0.026) (0.023)

Observations 780 780 780

Notes: Table reports an the same effects reported in Table 3, but using an alternative approach to the
selection of relevant control variables for the purpose of robustness: partialling out lasso linear regression.
*** p<0.01, ** p<0.05, * p<0.1
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Table 15: Confidence effect: partialling out lasso approach

(1) (2) (3)
Overall True positive True negative

Treatment 1 0.005 -0.010 0.017
(0.114) (0.115) (0.119)

Treatment 2 0.207* 0.200* 0.214*
(0.111) (0.115) (0.113)

Treatment 3 0.255** 0.206* 0.283**
(0.114) (0.117) (0.117)

Observations 780 780 780

Notes: Table reports an the same effects reported in Table 4, but using an alternative approach to the
selection of relevant control variables for the purpose of robustness: partialling out lasso linear regression.
*** p<0.01, ** p<0.05, * p<0.1
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Table 16: Heterogeneous effects in accuracy: experience and behaviour
(1) (2) (3) (4) (5) (6)

Treatment 1 0.005 -0.022 -0.002 0.008 0.000 -0.001
(0.017) (0.017) (0.016) (0.018) (0.019) (0.018)

Treatment 2 -0.003 -0.012 0.002 0.005 0.005 -0.006
(0.016) (0.019) (0.016) (0.018) (0.019) (0.017)

Treatment 3 -0.010 -0.022 -0.004 -0.005 -0.029 -0.005
(0.016) (0.017) (0.016) (0.018) (0.018) (0.017)

No direct experience -0.014
(0.018)

Treatment 1# No direct experience -0.042*
(0.025)

Treatment 2# No direct experience 0.012
(0.025)

Treatment 3# No direct experience 0.008
(0.025)

Low self-control -0.029
(0.018)

Treatment 1# Low self-control 0.025
(0.025)

Treatment 2# Low self-control 0.021
(0.024)

Treatment 3# Low self-control 0.027
(0.025)

Low risk aversion 0.012
(0.017)

Treatment 1#Low risk aversion -0.030
(0.026)

Treatment 2# Low risk aversion -0.009
(0.024)

Treatment 3# Low risk aversion -0.013
(0.026)

Low trust 0.037**
(0.018)

Treatment 1# Low trust -0.033
(0.025)

Treatment 2# Low trust -0.013
(0.024)

Treatment 3# Low trust -0.008
(0.025)

Low DFS experience -0.038**
(0.018)

Treatment 1# Low DFS experience -0.020
(0.025)

Treatment 2# Low DFS experience -0.012
(0.024)

Treatment 3# Low DFS experience 0.045*
(0.025)

Low ICT experience -0.007
(0.017)

Treatment 1# Low ICT experience -0.016
(0.025)

Treatment 2# Low ICT experience 0.013
(0.025)

Treatment 3# Low ICT experience -0.008
(0.025)

Constant 0.652*** 0.664*** 0.650*** 0.648*** 0.655*** 0.652***
(0.018) (0.018) (0.018) (0.018) (0.019) (0.018)

Observations 780 780 780 780 780 780
R-squared 0.091 0.087 0.086 0.087 0.095 0.087

Notes: Table explores heterogeneous treatment effects in accuracy across experiential and
behavioural characteristics, using interaction terms. Regression includes vector of controls
listed in Table 11. Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1

44



Table 17: Heterogeneous effects in accuracy: demographic
(1) (2) (3) (4)

Treatment 1 -0.006 -0.011 0.001 -0.018
(0.015) (0.016) (0.020) (0.020)

Treatment 2 -0.002 -0.008 0.009 -0.011
(0.014) (0.015) (0.019) (0.019)

Treatment 3 -0.002 0.001 -0.009 -0.010
(0.015) (0.017) (0.019) (0.020)

Agriculture 0.001
(0.020)

Treatment 1#Agriculture -0.012
(0.027)

Treatment 2#Agriculture 0.001
(0.027)

Treatment 3# Agriculture -0.019
(0.027)

Above median age 0.006
(0.018)

Treatment 1# Above median age 0.002
(0.025)

Treatment 2# Above median age 0.017
(0.025)

Treatment 3# Above median age -0.016
(0.025)

Lower education -0.020
(0.018)

Treatment 1# Lower education -0.017
(0.025)

Treatment 2# Lower education -0.019
(0.025)

Treatment 3# Lower education 0.002
(0.025)

Female -0.040**
(0.019)

Treatment 1#Female 0.014
(0.026)

Treatment 2# Female 0.019
(0.026)

Treatment 3# Female -0.000
(0.025)

Constant 0.651*** 0.654*** 0.666*** 0.659***
(0.017) (0.017) (0.020) (0.020)

Observations 780 780 780 780
R-squared 0.086 0.087 0.097 0.086

Notes: Table explores heterogeneous treatment effects in accuracy across demographic char-
acteristics, using interaction terms. Regression includes vector of controls listed in Table 11.
Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 18: Heterogeneous effects in true positives: experience and behaviour
(1) (2) (3) (4) (5) (6)

Treatment 1 -0.002 -0.032 -0.014 -0.015 0.007 -0.016
(0.032) (0.032) (0.031) (0.040) (0.037) (0.039)

Treatment 2 -0.058* -0.027 -0.044 -0.018 -0.036 -0.048
(0.031) (0.037) (0.033) (0.038) (0.038) (0.036)

Treatment 3 -0.087*** -0.046 -0.053* -0.047 -0.081** -0.044
(0.032) (0.033) (0.032) (0.039) (0.037) (0.038)

No direct experience -0.068*
(0.036)

Treatment 1# No direct experience -0.058
(0.055)

Treatment 2# No direct experience 0.110**
(0.055)

Treatment 3# No direct experience 0.129**
(0.054)

Low self-control -0.051
(0.035)

Treatment 1# Low self-control 0.026
(0.053)

Treatment 2# Low self-control 0.003
(0.050)

Treatment 3# Low self-control -0.006
(0.051)

Low risk aversion -0.016
(0.037)

Treatment 1#Low risk aversion -0.033
(0.057)

Treatment 2# Low risk aversion 0.055
(0.051)

Treatment 3# Low risk aversion 0.012
(0.056)

Low trust 0.017
(0.035)

Treatment 1# Low trust -0.012
(0.052)

Treatment 2# Low trust -0.015
(0.050)

Treatment 3# Low trust -0.005
(0.052)

Low DFS experience -0.030
(0.035)

Treatment 1# Low DFS experience -0.053
(0.052)

Treatment 2# Low DFS experience 0.022
(0.050)

Treatment 3# Low DFS experience 0.071
(0.052)

Low ICT experience -0.003
(0.036)

Treatment 1# Low ICT experience -0.008
(0.051)

Treatment 2# Low ICT experience 0.054
(0.051)

Treatment 3# Low ICT experience -0.013
(0.052)

Constant 0.605*** 0.594*** 0.595*** 0.587*** 0.595*** 0.594***
(0.035) (0.034) (0.035) (0.037) (0.037) (0.038)

Observations 780 780 780 780 780 780
R-squared 0.039 0.020 0.023 0.020 0.027 0.022

Notes: Table explores heterogeneous treatment effects in true positives across experiential
and behavioural characteristics, using interaction terms. Regression includes vector of con-
trols listed in Table 11. Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 19: Heterogeneous effects in true positives: demographic
(1) (2) (3) (4)

Treatment 1 0.007 -0.036 -0.014 -0.050
(0.032) (0.034) (0.037) (0.038)

Treatment 2 -0.001 -0.001 -0.014 -0.061
(0.033) (0.033) (0.036) (0.038)

Treatment 3 -0.004 -0.013 -0.077** -0.081**
(0.032) (0.039) (0.036) (0.039)

Agriculture 0.073**
(0.037)

Treatment 1#Agriculture -0.091*
(0.054)

Treatment 2#Agriculture -0.080
(0.052)

Treatment 3# Agriculture -0.135**
(0.053)

Above median age 0.029
(0.035)

Treatment 1# Above median age 0.032
(0.052)

Treatment 2# Above median age -0.055
(0.051)

Treatment 3# Above median age -0.069
(0.053)

Lower education 0.011
(0.035)

Treatment 1# Lower education -0.015
(0.051)

Treatment 2# Lower education -0.022
(0.050)

Treatment 3# Lower education 0.053
(0.051)

Female -0.047
(0.037)

Treatment 1#Female 0.046
(0.053)

Treatment 2# Female 0.062
(0.051)

Treatment 3# Female 0.052
(0.052)

Constant 0.565*** 0.583*** 0.588*** 0.617***
(0.034) (0.035) (0.037) (0.040)

Observations 780 780 780 780
R-squared 0.027 0.026 0.023 0.021

Notes: Table explores heterogeneous treatment effects in true positives across demographic
characteristics, using interaction terms. Regression includes vector of controls listed in Table
11. Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 20: Heterogeneous effects in true negatives: experience and behaviour
(1) (2) (3) (4) (5) (6)

Treatment 1 0.011 -0.012 0.011 0.031 -0.006 0.015
(0.030) (0.032) (0.029) (0.039) (0.035) (0.035)

Treatment 2 0.052* 0.002 0.048* 0.027 0.045 0.036
(0.027) (0.033) (0.028) (0.034) (0.032) (0.031)

Treatment 3 0.067** 0.002 0.045 0.036 0.023 0.035
(0.028) (0.032) (0.028) (0.036) (0.033) (0.031)

No direct experience 0.041
(0.037)

Treatment 1# No direct experience -0.026
(0.052)

Treatment 2# No direct experience -0.087*
(0.051)

Treatment 3# No direct experience -0.114**
(0.050)

Low self-control -0.007
(0.035)

Treatment 1# Low self-control 0.023
(0.049)

Treatment 2# Low self-control 0.039
(0.045)

Treatment 3# Low self-control 0.059
(0.046)

Low risk aversion 0.040
(0.037)

Treatment 1#Low risk aversion -0.027
(0.054)

Treatment 2# Low risk aversion -0.074
(0.047)

Treatment 3# Low risk aversion -0.038
(0.050)

Low trust 0.058*
(0.035)

Treatment 1# Low trust -0.054
(0.049)

Treatment 2# Low trust -0.011
(0.045)

Treatment 3# Low trust -0.011
(0.047)

Low DFS experience -0.045
(0.035)

Treatment 1# Low DFS experience 0.013
(0.049)

Treatment 2# Low DFS experience -0.047
(0.045)

Treatment 3# Low DFS experience 0.019
(0.046)

Low ICT experience -0.010
(0.035)

Treatment 1# Low ICT experience -0.024
(0.048)

Treatment 2# Low ICT experience -0.027
(0.045)

Treatment 3# Low ICT experience -0.004
(0.047)

Constant 0.699*** 0.734*** 0.706*** 0.709*** 0.716*** 0.711***
(0.032) (0.033) (0.032) (0.036) (0.034) (0.034)

Observations 780 780 780 780 780 780
R-squared 0.070 0.064 0.065 0.064 0.065 0.062

Notes: Table explores heterogeneous treatment effects in accuracy across experiential and
behavioural characteristics, using interaction terms. Regression includes vector of controls
listed in Table 11. Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 21: Heterogeneous effects in true negatives: demographic
(1) (2) (3) (4)

Treatment 1 -0.019 0.014 0.015 0.014
(0.032) (0.032) (0.032) (0.037)

Treatment 2 -0.004 -0.015 0.033 0.039
(0.029) (0.030) (0.031) (0.035)

Treatment 3 -0.000 0.014 0.060** 0.060
(0.029) (0.031) (0.029) (0.037)

Agriculture -0.072**
(0.036)

Treatment 1#Agriculture 0.066
(0.049)

Treatment 2#Agriculture 0.081*
(0.046)

Treatment 3# Agriculture 0.097**
(0.047)

Above median age -0.016
(0.035)

Treatment 1# Above median age -0.029
(0.049)

Treatment 2# Above median age 0.089**
(0.045)

Treatment 3# Above median age 0.037
(0.046)

Lower education -0.051
(0.035)

Treatment 1# Lower education -0.020
(0.047)

Treatment 2# Lower education -0.016
(0.044)

Treatment 3# Lower education -0.049
(0.046)

Female -0.034
(0.038)

Treatment 1#Female -0.019
(0.051)

Treatment 2# Female -0.024
(0.048)

Treatment 3# Female -0.052
(0.048)

Constant 0.738*** 0.725*** 0.745*** 0.701***
(0.032) (0.032) (0.034) (0.037)

Observations 780 780 780 780
R-squared 0.067 0.071 0.083 0.063

Notes: Table explores heterogeneous treatment effects in true negatives across demographic
characteristics, using interaction terms. Regression includes vector of controls listed in Table
11. Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 22: Heterogeneous effects in confidence: experience and behaviour
(1) (2) (3) (4) (5) (6)

Treatment 1 -0.019 0.060 -0.061 0.211 -0.099 0.167
(0.135) (0.133) (0.134) (0.189) (0.152) (0.161)

Treatment 2 0.186 0.210 0.158 0.232 0.120 0.372**
(0.129) (0.133) (0.127) (0.186) (0.154) (0.161)

Treatment 3 0.148 0.059 0.162 0.499*** 0.029 0.440***
(0.137) (0.150) (0.134) (0.183) (0.154) (0.163)

No direct experience -0.219
(0.179)

Treatment 1# No direct experience 0.069
(0.254)

Treatment 2# No direct experience 0.035
(0.257)

Treatment 3# No direct experience 0.368
(0.256)

Low self-control -0.343**
(0.167)

Treatment 1# Low self-control -0.161
(0.243)

Treatment 2# Low self-control 0.002
(0.212)

Treatment 3# Low self-control 0.403*
(0.225)

Low risk aversion -0.600***
(0.189)

Treatment 1#Low risk aversion 0.209
(0.256)

Treatment 2# Low risk aversion 0.131
(0.246)

Treatment 3# Low risk aversion 0.296
(0.255)

Low trust 0.638***
(0.168)

Treatment 1# Low trust -0.384*
(0.231)

Treatment 2# Low trust -0.070
(0.221)

Treatment 3# Low trust -0.477**
(0.227)

Low DFS experience -0.416**
(0.171)

Treatment 1# Low DFS experience 0.204
(0.233)

Treatment 2# Low DFS experience 0.163
(0.219)

Treatment 3# Low DFS experience 0.478**
(0.231)

Low ICT experience 0.075
(0.171)

Treatment 1# Low ICT experience -0.292
(0.224)

Treatment 2# Low ICT experience -0.326
(0.220)

Treatment 3# Low ICT experience -0.359
(0.232)

Constant 5.939*** 5.936*** 5.961*** 5.788*** 6.004*** 5.758***
(0.155) (0.146) (0.153) (0.175) (0.159) (0.170)

Observations 780 780 780 780 780 780
R-squared 0.167 0.172 0.166 0.171 0.169 0.168

Notes: Table explores heterogeneous treatment effects in confidence across experiential and
behavioural characteristics, using interaction terms. Regression includes vector of controls
listed in Table 11. Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 23: Heterogeneous effects in confidence: demographic
(1) (2) (3) (4)

Treatment 1 -0.018 0.028 -0.043 -0.211
(0.146) (0.150) (0.153) (0.167)

Treatment 2 0.210 0.109 0.166 0.090
(0.145) (0.153) (0.148) (0.156)

Treatment 3 0.396*** 0.403*** 0.176 -0.035
(0.139) (0.156) (0.144) (0.169)

Agriculture 0.090
(0.177)

Treatment 1#Agriculture 0.043
(0.239)

Treatment 2#Agriculture -0.035
(0.221)

Treatment 3# Agriculture -0.390
(0.239)

Above median age 0.011
(0.171)

Treatment 1# Above median age -0.041
(0.235)

Treatment 2# Above median age 0.237
(0.219)

Treatment 3# Above median age -0.260
(0.229)

Lower education -0.233
(0.168)

Treatment 1# Lower education 0.092
(0.225)

Treatment 2# Lower education 0.071
(0.216)

Treatment 3# Lower education 0.149
(0.225)

Female -0.497***
(0.173)

Treatment 1#Female 0.380
(0.232)

Treatment 2# Female 0.137
(0.227)

Treatment 3# Female 0.528**
(0.231)

Constant 5.872*** 5.882*** 6.037*** 6.084***
(0.160) (0.150) (0.159) (0.171)

Observations 780 780 780 780
R-squared 0.169 0.169 0.168 0.171

Notes: Table explores heterogeneous treatment effects in confidence across demographic
characteristics, using interaction terms. Regression includes vector of controls listed in Table
11. Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Figure 1: Direction of treatment effects in overall accuracy
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Note: Figure reports marginal effects corresponding to Table 3, depicting the direction of treatment effects
in accuracy outcomes. While we do not see significant treatment effects, directional patterns are evident.
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Figure 2: Accuracy in judgements through the sequence of scenarios
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Note: Figure plots the mean level of accuracy in scenario judgements by the order in which
they appear in the experimental task. The placement of any individual scenario in the
sequence is randomised. Figure graphically evaluates the hypothesis that performance shows
a ‘learning by doing’ effect.

Figure 3: Level of confidence reported through the sequence of scenarios
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Note: Figure plots the mean level of confidence reported in scenario judgements by the order
in which they appear in the experimental task. The placement of any individual scenario in
the sequence is randomised.
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Figure 4: Predictive margins in accuracy (fraud experience interaction)
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Note: Figure reports predicted outcomes in accuracy, from an interaction of treatment status
with fraud experience found in Table 16. Superficial appearance of significant heterogeneity
in treatment effect found in the regression table is shown to be immaterial on graphical
representation.

Figure 5: Difference in predicted values (no direct experience:1, direct experience:0)
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Note: Figure plots the relationship shown in Figure 4, but focuses on the difference across
the moderating variable at each treatment cell, which has its own error term. This is to
establish whether that difference is statistically different to zero.
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Figure 6: Predictive margins in true positives (fraud experience interaction)
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Note: Figure reports predicted outcomes in true positives, from an interaction of treatment
status with fraud experience found in Table 18. Superficial appearance of significant het-
erogeneity in treatment effect found in the regression table is shown to be immaterial on
graphical representation.

Figure 7: Difference in predicted values (no direct experience:1, direct experience:0)

-.2
-.1

0
.1

.2
Ef

fe
ct

s 
on

 li
ne

ar
 p

re
di

ct
io

n

Con
tro

l

Trea
tm

en
t 1

Trea
tm

en
t 2

Trea
tm

en
t 3

Note: Figure plots the relationship shown in Figure 6, but focuses on the difference across
the moderating variable at each treatment cell, which has its own error term. This is to
establish whether that difference is statistically different to zero.
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Figure 8: Predictive margins in true negatives (fraud experience interaction)
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Note: Figure reports predicted outcomes in true negatives, from an interaction of treatment
status with fraud experience found in Table 20. Superficial appearance of significant het-
erogeneity in treatment effect found in the regression table is shown to be immaterial on
graphical representation.

Figure 9: Difference in predicted values (no direct experience:1, direct experience:0)
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Note: Figure plots the relationship shown in Figure 8, but focuses on the difference across
the moderating variable at each treatment cell, which has its own error term. This is to
establish whether that difference is statistically different to zero.
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Figure 10: Predictive margins in accuracy (DFS experience interaction)
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Note: Figure reports predicted outcomes in accuracy, from an interaction of treatment status
with DFS experience found in Table 20. Superficial appearance of significant heterogeneity
in treatment effect found in the regression table is shown to be immaterial on graphical
representation, albeit with level difference evident.

Figure 11: Difference in predicted values (Low DFS experience:1, High DFS experience:0)
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Note: Figure plots the relationship shown in Figure 10, but focuses on the difference across
the moderating variable at each treatment cell, which has its own error term. This is to
establish whether that difference is statistically different to zero.
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Figure 12: Predictive margins in confidence (DFS experience interaction)
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Note: Figure reports predicted outcomes in confidence, from an interaction of treatment
status with DFS experience found in Table 22. Superficial appearance of significant het-
erogeneity in treatment effect found in the regression table is shown to be immaterial on
graphical representation.

Figure 13: Difference in predicted values (Low DFS experience:1, High DFS experience:0)
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Note: Figure plots the relationship shown in Figure 12, but focuses on the difference across
the moderating variable at each treatment cell, which has its own error term. This is to
establish whether that difference is statistically different to zero.
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Figure 14: Predictive margins in true positives (employment sector interaction)
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Note: Figure reports predicted outcomes in true positives, from an interaction of treatment
status with employment sector found in Table 19. Superficial appearance of significant
heterogeneity in treatment effect found in the regression table is shown to be immaterial on
graphical representation.

Figure 15: Difference in predicted values (Agriculture:1, Non-agriculture:0)
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Note: Figure plots the relationship shown in Figure 14, but focuses on the difference across
the moderating variable at each treatment cell, which has its own error term. This is to
establish whether that difference is statistically different to zero.

59



Figure 16: Predictive margins in true negatives (employment sector interaction)
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Note: Figure reports predicted outcomes in true negatives, from an interaction of treatment
status with employment sector found in Table 21. Superficial appearance of significant
heterogeneity in treatment effect found in the regression table is shown to be immaterial on
graphical representation.

Figure 17: Difference in predicted values (Agriculture:1, Non-agriculture:0)

-.1
5

-.1
-.0

5
0

.0
5

.1
Ef

fe
ct

s 
on

 li
ne

ar
 p

re
di

ct
io

n

Con
tro

l

Trea
tm

en
t 1

Trea
tm

en
t 2

Trea
tm

en
t 3

Note: Figure plots the relationship shown in Figure 16, but focuses on the difference across
the moderating variable at each treatment cell, which has its own error term. This is to
establish whether that difference is statistically different to zero.
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Figure 18: Predictive margins in true negatives (age interaction)
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Note: Figure reports predicted outcomes in true negatives, from an interaction of treat-
ment status with age found in Table 21. Superficial appearance of significant heterogeneity
in treatment effect found in the regression table is shown to be immaterial on graphical
representation.

Figure 19: Difference in predicted values (Above median age:1, Median age or below:0)
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Note: Figure plots the relationship shown in Figure 18, but focuses on the difference across
the moderating variable at each treatment cell, which has its own error term. This is to
establish whether that difference is statistically different to zero.
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Figure 20: Predictive margins in accuracy (trust interaction)
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Note: Figure reports predicted outcomes in accuracy, from an interaction of treatment status
with trust found in Table 16. Superficial appearance of significant heterogeneity in treatment
effect found in the regression table is shown to be immaterial on graphical representation,
albeit with tentative level difference evident.

Figure 21: Difference in predicted values (Low trust:1, High trust:0)
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Note: Figure plots the relationship shown in Figure 20, but focuses on the difference across
the moderating variable at each treatment cell, which has its own error term. This is to
establish whether that difference is statistically different to zero.
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Figure 22: Predictive margins in true negatives (trust interaction)
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Note: Figure reports predicted outcomes in true negatives, from an interaction of treatment
status with trust found in Table 20. Superficial appearance of significant heterogeneity
in treatment effect found in the regression table is shown to be immaterial on graphical
representation.

Figure 23: Difference in predicted values (Low trust:1, High trust:0)
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Note: Figure plots the relationship shown in Figure 22, but focuses on the difference across
the moderating variable at each treatment cell, which has its own error term. This is to
establish whether that difference is statistically different to zero.
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Figure 24: Predictive margins in confidence (trust interaction)
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Note: Figure reports predicted outcomes in confidence, from an interaction of treatment
status with trust found in Table 22. Superficial appearance of significant heterogeneity
in treatment effect found in the regression table is shown to be immaterial on graphical
representation, albeit with level difference evident.

Figure 25: Difference in predicted values (Low trust:1, High trust:0)
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Note: Figure plots the relationship shown in Figure 24, but focuses on the difference across
the moderating variable at each treatment cell, which has its own error term. This is to
establish whether that difference is statistically different to zero.
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Figure 26: Predictive margins in confidence (self-control interaction)
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Note: Figure reports predicted outcomes in confidence, from an interaction of treatment
status with trust found in Table 22. Superficial appearance of significant heterogeneity
in treatment effect found in the regression table is shown to be immaterial on graphical
representation, albeit with level difference evident.

Figure 27: Difference in predicted values (Low self-control:1, High self-control:0)
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Note: Figure plots the relationship shown in Figure 26, but focuses on the difference across
the moderating variable at each treatment cell, which has its own error term. This is to
establish whether that difference is statistically different to zero.
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Figure 28: Predictive margins in accuracy (gender interaction)
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Note: Figure reports predicted outcomes in accuracy, from an interaction of treatment sta-
tus with gender found in Table 17. Superficial appearance of significant heterogeneity in
treatment effect found in the regression table is shown to be immaterial on graphical repre-
sentation, albeit with tentative level difference evident.

Figure 29: Difference in predicted values (Female:1, Male:0)
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Note: Figure plots the relationship shown in Figure 28, but focuses on the difference across
the moderating variable at each treatment cell, which has its own error term. This is to
establish whether that difference is statistically different to zero.
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Figure 30: Predictive margins in confidence (gender interaction)
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Note: Figure reports predicted outcomes in confidence, from an interaction of treatment
status with gender found in Table 23. Superficial appearance of significant heterogeneity
in treatment effect found in the regression table is shown to be immaterial on graphical
representation, albeit with tentative level difference evident.

Figure 31: Difference in predicted values (Female:1, Male:0)
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Note: Figure plots the relationship shown in Figure 30, but focuses on the difference across
the moderating variable at each treatment cell, which has its own error term. This is to
establish whether that difference is statistically different to zero.
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Figure 32: Predictive margins in confidence (risk appetite interaction)
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Note: Figure reports predicted outcomes in confidence, from an interaction of treatment
status with risk appetite found in Table 22. Superficial appearance of significant heterogene-
ity in treatment effect found in the regression table is shown to be immaterial on graphical
representation, albeit with level difference evident.

Figure 33: Difference in predicted values (Low risk appetite:1, High risk appetite:0)
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Note: Figure plots the relationship shown in Figure 32, but focuses on the difference across
the moderating variable at each treatment cell, which has its own error term. This is to
establish whether that difference is statistically different to zero.
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Table 24: Overall effect - pooled treatments
(1) (2) (3) (4) (5) (6)

Overall Overall True positive True positive True negative True negative

Treated -0.007 -0.032 0.019
(0.010) (0.021) (0.020)

Treated (2 or 3) -0.005 -0.036 0.026
(0.011) (0.022) (0.021)

Constant 0.654*** 0.642*** 0.591*** 0.582*** 0.718*** 0.702***
(0.016) (0.018) (0.033) (0.035) (0.030) (0.033)

Observations 780 585 780 585 780 585
R-squared 0.084 0.077 0.018 0.018 0.059 0.073
p-value (β≤0) 0.746 0.671 0.939 0.945 0.174 0.103

Notes: Table reports pooled treatment effects in overall accuracy, true positives, and true
negatives, as an aggregated counterpart to Table 3. Columns 1, 3, and 5 report all treatment
arms pooled against the control group, while Columns 2, 4, and 6 pool only Treatments
2 and 3 against the control group. Table reports results from two-sided test for pooled
treatment effects on overall accuracy, true positives, and true negatives. Also reported are
one-sided tests of pre-specified hypotheses for incremental positive treatment effects from
each treatment arm compared against the preceding arm in the sequence. Regression includes
vector of controls listed in Table 11. *** p<0.01, ** p<0.05, * p<0.1
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Table 25: Confidence effect - pooled treatments
(1) (2) (3) (4) (5) (6)

Overall Overall Genuine Genuine Fraudulent Fraudulent

Treated 0.157 0.134 0.173*
(0.096) (0.098) (0.100)

Treated (2 or 3) 0.222** 0.193* 0.241**
(0.102) (0.105) (0.105)

Constant 5.896*** 5.848*** 5.853*** 5.785*** 5.930*** 5.893***
(0.144) (0.154) (0.147) (0.158) (0.148) (0.161)

Observations 780 585 780 585 780 585
R-squared 0.158 0.175 0.146 0.159 0.153 0.173
p-value (β≤0) 0.0512 0.0152 0.0864 0.0332 0.0416 0.0109

Notes: Table reports pooled treatment effects in overall confidence, confidence in reported
in genuine calls, and confidence reported in fraudulent calls, as an aggregated counterpart
to Table 4. Columns 1, 3, and 5 report all treatment arms pooled against the control group,
while Columns 2, 4, and 6 pool only Treatments 2 and 3 against the control group. Table
reports results from two-sided test for pooled treatment effects on overall accuracy, true
positives, and true negatives. Also reported are one-sided tests of pre-specified hypotheses
for incremental positive treatment effects from each treatment arm compared against the
preceding arm in the sequence. Regression includes vector of controls listed in Table 11. ***
p<0.01, ** p<0.05, * p<0.1
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Figure 34: Accuracy and confidence: scenario averages
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Note: Figure describes a scatter plot of mean accuracy achieved in each scenario against
mean confidence reported by participants in their judgement on that scenario, and shows a
positive correlation.

Figure 35: Accuracy and confidence: scenario averages, separated by status
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Note: Figure describes a scatter plot of mean accuracy achieved in each scenario against
mean confidence reported by participants in their judgement on that scenario, separating by
genuine and fraudulent scenarios. The positive overall correlation observed in Figure 34 is
shown to be driven by true negatives.
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Table 26: Key signs of fraud

Key sign Description

Fabricated sense of ur-
gency

Pressuring you to "act now" or else a deal will go away, your
account will be closed, or you will experience other negative
consequences.

Random outreach

You are contacted out of the blue, e.g., the message comes
from an unfamiliar email address, behind what looks like a
genuine sender name, or phone call etc. and it is hard to
understand why you are being contacted.

Unfamiliar but genuine
looking email

The message comes from an unfamiliar email address, be-
hind what looks like a genuine sender name.

Poorly written message
The message is poorly written with misspellings and incor-
rect grammar, or a familiar company name is misspelt.

Personal information theft

Asking for personal information and access to your money-
such as your ATM cards, bank accounts, credit cards, or
investment account, or for you to confirm personal informa-
tion they claim to have.

Suspicious call
Calling or emailing you, claiming to be from the government
and asking you to pay money.

Suspicious offer The offer seems too good to be true.

Notes: Table lists the seven key signs of fraud included in Treatments 2 and 3.
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Table 27: Overview of scenarios

Scenario Genuine/Fraudulent Description
1 F Bank email account update
2 F Pop-up window link to claim prize
3 G Bank text account update
4 F Mobile company call for sensitive info
5 F Call re investment opportunity, seeks transfer and personal info
6 F WhatsApp lawyer inheritance, seeks processing fee and personal info
7 G SMS chance to win
8 G SMS gov ID expired
9 F Email delivery update fee
10 F Call+SMS re. accidental cash transfer
11 F Call re. prize giveaway, seeks processing fee
12 G Email annual account statement
13 G Email survey
14 F Email investment opportunity
15 G Email order collection
16 G Call re. gov loan scheme
17 F WhasApp offer with fee
18 G Email reward offer
19 G Email cash offer
20 G Email customer survey

Notes: Table reports an overview of the 20 scenarios which participants are asked to evaluate
as part of the experimental task.
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Figure 36: Example of a genuine scenario in the experimental task
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Figure 37: Example of a fraudulent scenario in the experimental task
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Figure 38: Elicitation of confidence in judgements following each presented scenario
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Table 28: Definition of variables used

Variable Definition

No direct experience Binary variable recording that the participant reports ‘No’
to the question:

• Have you ever experienced someone contacting you
pretending to be someone else to steal money or sen-
sitive information?

Low self-control Binary variable recording that the participant falls be-
low the median value of a standardised index constructed
from the participantâs level of agreement with the following
questions:

• I spend too much in the moment and let the future
take care of itself

• Financial services are complicated and confusing to
me

• Convenience plays an important role in the decisions
I make

• I often act without thinking through all the alterna-
tives

• I am optimistic about my future
• If I work hard today, I will be more successful in the

future

77



Variable Definition

Low risk appetite Binary variable recording that the participant falls below
the median value of a standardised index constructed from
the participant’s responses to the following questions:

• Suppose you’re offered a business investment that re-
turns 5,000 Naira on average. Half the time the in-
vestment returns 10,000 Naira. However, half of the
time the investment returns nothing. What is the
maximum you personally would be willing to pay to
make this investment?

• Indicate your level of agreement for the following
statement: I am a person who takes risks

Low trust Binary variable recording that the participant falls below
the median value of a standardised index constructed from
the participant’s responses to the following questions:

• In general, most people can be trusted
• I often reject statements unless I have proof that they

are true
• I frequently question things that I see or hear
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Variable Definition

Low DFS experience Binary variable recording that the participant falls below
the median value of a standardised index constructed from
the participant’s responses to the following questions:

• Do you have an account at a formal financial institu-
tion?

• Have you used a formal bank account in the last 90
days?

• When did you first get a formal bank account?
• Can you access your formal bank account or bank

application on your phone?
• Have you accessed your formal bank account on your

phone in the last 90 days?
• Do you use a phone for conducting business?
• Have suppliers contacted you on your personal phone

or business phone in the last 90 days?
• Do you have a mobile money account? E.g. Paga

Mobile, MTN Momo, First Banks Firstmonie, Kudi
Mobile, UBA Moni Agent or Polaris Sure Padi

• Have you ever transferred money to another individ-
ual or business using your phone?

• Have you used mobile money or any other digital pay-
ments provider to send or receive payments in the last
90 days?

• When did you first use mobile money or any other
digital payment services to send or receive payments?

• Do you usually access mobile money or other digital
payment services using an app, shortcode menu or
SMS?

• Have you ever bought or sold goods using an online
platform (e.g. Jumia)?

• When was the first time you bought or sold goods
using an online platform?
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Variable Definition

Low ICT experience Binary variable recording that the participant falls below
the median value of a standardised index constructed from
the participant’s responses to the following questions:

• Do you have access to a smartphone?
• Are you the primary user for your smartphone?
• On average over the past 30 days, how often have you

used a smartphone to do any of the following:

– To make phone calls?
– To send SMS messages?
– Use messenger apps (Facebook messenger,

WhatsApp, etc.)
– Browse social media?
– To conduct purchasing transactions
– To conduct banking transactions

Agriculture Binary variable recording whether the participant is em-
ployed in the agricultural sector (1), or a non-agricultural
sector (0).

Above median age Participant age is greater than 25 years.

Lower education Binary variable recording whether the participantâs level
of educational attainment is secondary or below (1), or
tertiary (0).

Female Binary variable recording whether the participant identifies
as female (1), or not (0).
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Variable Definition

ICW trust index Inverse correlation weighted index of trust constructed
from the participant’s responses to the following questions
(computed at baseline and endline):
How likely are you to use these types of DFSs (Digital
Financial Services) in the future?

• Banks
• Mobile banking
• Mobile money operators
• Online platforms for buying or selling goods
• Agents

Indicate your level of agreement for the following state-
ment: In general, I trust that my financial information is
kept safe by -

• Banks
• Mobile banking
• Mobile money operators
• Online platforms for buying or selling goods
• Agents

Indicate your level of agreement for the following state-
ment: In general, I trust that my money is kept safe from
fraud or theft by:

• Banks
• Mobile banking
• Mobile money operators
• Online platforms for buying or selling goods
• Agents

Age Reported age of participant.

Third level education Binary inverse of ‘Lower education’ variable.
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Variable Definition

Married Binary variable recording whether the participant is mar-
ried (1) or not married (i.e. divorced, separated, single, or
widowed) (0).

Contacted by scammer Binary inverse of âNo direct experienceâ variable.

Access to smartphone Binary variable recording whether the participant has ac-
cess to a smartphone (1), or not (0).

Business owner Binary variable recording whether the participant is a busi-
ness owner (1), or not (0).

Has formal financial account Binary variable recording whether the participant answered
has an account at a formal financial institution (1), or not
(0).

Used online platforms Binary variable recording whether the participant has ever
bought or sold goods using an online platform (1), or not
(0).

Trusting Binary inverse of ‘Low trust’ variable.

Risk averse See ‘Low risk appetite’.

Notes: Table reports a description of each variable used in the analysis.
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